
 

 

Editorial 

 
HIS ISSUE of the Polytechnic Open Library International 

Bulletin of Information Technology and Science 

(POLIBITS) includes ten papers by authors from eight different 

countries: Cuba, Ecuador, Mexico, Nepal, Peru, Switzerland, 

Ukraine, and USA. The majority of the papers included in this 

issue are devoted to the general topic of emerging challenges 

and trends in business intelligence, including such specific 

topics as software development, pattern recognition, natural 

language processing, forecasting, Internet of things, time series 

analysis, as well as optimization and multi-objective 

optimization. 

A. Castro-Hernández et al. from USA in their paper 

“Collaboration and Content-Based Measures to Predict Task 

Cohesion in Global Software Development Teams” explore the 

use of collaboration and content-based measures to examine 

task cohesion within global software development teams, 

which a key component of team performance. They use a 

machine-learning classifier to derive content measures by 

categorizing the teams’ message interactions as social, 

planning, or work. They show that content-based measures are 

more effective in predicting individual-level cohesion, and 

collaboration-based metrics are more effective at the group 

level. 

Bijaya Kumar Hatuwal et al. from Nepal in their paper 

“Plant Leaf Disease Recognition Using Random Forest, KNN, 

SVM and CNN” classify and predict crop diseases by plant 

images with a number of machine learning models. For SVM, 

KNN and Random Forest algorithms, they extracted image 

features such as contrast, correlation, entropy, inverse 

difference moments using Haralick texture features algorithm. 

In contrast, CNN took directly the images as input. Of the 

classification algorithms they tested, CNN produced the best 

accuracy by a wide margin. 

Olga Kolesnikova from Mexico in her paper “Complex 

System View on Natural Language” studies natural language 

as a complex adaptive system. She shows that the complex 

system view on natural language is a powerful tool not only for 

incorporating linguistic knowledge, but also for studying many 

open issues in phonetics, grammar, lexicon, language origin 

and evolution, and first language acquisition and development 

by simulating the structure and functioning of language using 

computational models. 

Dmitriy A. Klyushin from Ukraine in his paper “Non-

Parametric k-Sample Tests for Comparing Forecasting 

Models” provides an overview of the non-parametric tests used 

in business analysis for pairwise and group comparisons and 

describes a new, highly reliable, sensitive, and specific, non-

parametric statistical test. His test is based on assessing the 

deviation of the observed relative frequency of an event from 

its a priori known probability. The prior probability is given by 

Hill’s assumption, and the confidence intervals for the binomial 

success rate in the Bernoulli scheme are used to estimate its 

difference from the observed relative frequency. The paper 

presents the results of computer modeling and comparison of 

the proposed test with the alternative Kruskal-Wallis test and 

the Friedman test on artificial and real examples. 

Rodolfo A. Pazos et al. from Mexico in their paper 

“Processing Natural Language Queries via a Natural Language 

Interface to Databases with Design Anomalies” describe an 

improvement to the processing performed by a domain-

independent interface to treat databases with design anomalies 

and for the interface to be able to process correctly queries 

involving such anomalies. The problem is novel: existing 

literature on Natural language interfaces to databases 

(NLIDBs) has not even mentioned this problem, and much less 

addressed it. The importance of this problem, and of its 

solution, stems from the fact that existing NLIDBs would not 

work correctly for these databases with design anomalies, since 

these NLIDBs were designed under the assumption that they 

would be used with databases without anomalies. 

Hermann M. Klusmann and Renzo M. Carnero from 

Peru and USA in their paper “Multicriteria Analysis for IoT 

Selection in a Telemetry System” propose a multi-criteria 

optimization study aimed to find the most suitable Internet of 

Things (IoT) technology for a telemetry network of water 

meters in a city. Basing on the types of IoT available in the 

given area, they balance accordingly to technical, social, and 

economic criteria and obtain the most appropriate IoT 

technology for the case study. 

G. Rivera et al. from Mexico in their paper “Forecasting the 

Demand of Parts in an Assembly Plant Warehouse using Time-

Series Models” describe the implementation of time-series 

models to forecast the demand for parts that could improve the 

relocation process. For this purpose, they implement different 

Holt-Winters Seasonal and SARIMA models. For the 

implementation of the SARIMA models, the follow the Box-

Jenkins methodology. They use AIC and BIC metrics to 

identify the best Holt-Winters Seasonal model and the best 

SARIMA model. To check that the model is fit to the data, they 

test their models on the residual series. They use RMSE and 

MAPE metrics to evaluate the performance of Holt-Winters 

Seasonal and SARIMA models. They show that the SARIMA 

model outperforms the Holt-Winters Seasonal model. 

T 
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Eduardo Sánchez-Ansola et al. from Cuba in their paper 

“School Bus Routing Problem with Fuzzy Walking Distance” 

introduce a fuzzy model for the School Bus Routing Problem, 

particularly with the maximum student walking distance as a 

fuzzy element. This fuzzy version of the School Bus Routing 

Problem allows obtaining a set of solutions with different trade-

offs between cost and relaxation of the original conditions. The 

authors analyze the results obtained in 31 instances by using 

the parametric approach taking into account three 

characteristics of the problem: number of bus stops, number of 

students, and walking distance. They show that the fuzzy 

version of the problem that they introduce is useful for 

decision-makers, since it provides relaxed alternative solutions 

with significant cost savings. 

Lorena R. Rosas-Solórzano et al. from Mexico in their 

paper “Optimization of Many Objectives with Intervals 

Applying the MOEA/D Algorithm” propose I-MOEA/D, a new 

multi-criteria optimization method based on a MOEA/D 

approach, to deal with decision maker’s uncertainty in costs 

and benefits of portfolios’ projects. The novel features of their 

method include (a) handling large numbers of objectives; (b) a 

method to generate the initial population; and (c) handling the 

uncertainty of resources, costs, and benefits through intervals. 

The authors show competitiveness of their I-MOEA/D 

approach, which in their experiments with two to fifteen 

objectives improved the quality of solution of the state-of-the-

art I-NSGA-II method in most instances. 

Jhonny Pincay et al. from Switzerland and Ecuador in 

their work-in-progress paper “Towards a Computational 

Intelligence Framework to Smartify the Last-Mile Delivery” 

propose a framework for the improvement of the first-try 

delivery by studying traffic on the streets and past delivery 

success as a way of approximating customers’ presence at 

home. In contrast to existing solutions, they work only with 

data that do not compromise the customers’ privacy and get 

insights about traffic features in cities without the need of 

deploying expensive equipment to obtain data. Their main goal 

is to provide a route plan to the delivery team and route 

planners, which allows finishing the distribution of the parcels 

in the minimum amount of time, while being able to deliver 

effectively the highest amount of parcels. This will be 

translated into lower resource consumption and increased 

customer satisfaction. Their work follows the principles of 

design science for information systems. 

This issue of the journal will be useful to researchers, 

students, and practitioners working in the corresponding areas, 

as well as to public in general interested in advances in 

computer science, artificial intelligence, and computer 

engineering. 
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Collaboration and Content-Based Measures 

to Predict Task Cohesion in Global Software 

Development Teams 
A. Castro-Hernández, V. Pérez-Rosas, and K. Swigger 

 
Abstract—Task cohesion is a key component of team 

performance. This paper explored the use of collaboration and 

content-based measures to examine task cohesion within global 

software development teams. The study aimed to predict the 

perception of task cohesion among teams involving students from 

two different countries. The study applied collaboration from 

previous work and also proposed new metrics such as Reply 

Similarity and Reply Rate. In addition, a machine learning 

classifier is used to derive content measures by categorizing 

teams’ message interactions as social, planning, or work. 

Correlation analyses are conducted to examine whether 

collaboration and metrics are predictive of task cohesion. The 

analyses are conducted at the individual and group levels and 

used the culture factor as a control variable since cohesion has 

been found previously affected by location. The research findings 

suggest that content-based measures were more effective in 

predicting individual-level cohesion while collaboration-based 

metrics were more effective at the group-level. 

Index Terms—Component, formatting, style, styling, insert. 

1. INTRODUCTION 

ORKING with global teams presents important chal-

lenges associated with managing time, distance, and 

communication technologies. Most of the information is, in 

many cases, stored in databases. However, for a user to obtain 

information from a database (DB), he must have knowledge 

of a query language for databases (such as SQL).  [1]. 

Particularly, in educational settings, global teams provide 

students with many valuable experiences but also pose several 

challenges such as having to deal with people from diverse 

cultures, coping with different perceptions of time and rela-

tionships, and finding effective communication tools that 

allow distributed groups to work together. 

Needless to say, any one of these challenges can have a 

significant effect on team performance. Among several team 

processes affected by computer-mediated communication 

(such as cohesiveness, status, and authority relations), cohe-

sion has remained a critical issue for all types of work teams. 

In global teams, positive cohesion levels have been directly 

linked to group performance [1]. However, when compared 

with co-located teams, virtual teams tend to be less cohe-

sive [2]. Thus, making it important to develop effective meth-

ods to measure cohesion that allow opportune team interven-

tions. 

While researchers have proposed several ways to measure 

task cohesion levels within groups, very few have been tested 

on or designed for virtual learning teams. 

In this paper, we examine several existing cohesion metrics 

that characterize different degrees of similarity among group 

members (e.g., word category usage, reply behavior, etc.). We 

also proposed new measures that capture interaction aspects 

such as word and reply rates. We explored the question of 

whether quantitative group measures are better at predicting 

cohesion than those that are associated with the individual. 

Thus, our main objective was to determine whether similarity 

measures are better at predicting cohesion levels than quanti-

ty-based measures and whether individual measures are more 

related to cohesion perception than group measures. 

2. RELATED WORK ON COHESION MEASURES 

Cohesion is usually defined as “a dynamic process which is 

reflected in the tendency for a group to stick together and 

remain united in the pursuit of its goals and objectives” [3]. It 

has been studied at both the individual and group levels [4] 

and has been linked to group performance [5]. Group cohe-

siveness in any type of team seems to increase over time, 

particularly when there is a leader in the group [6]. Other 

elements that appear to affect a group’s cohesiveness include 

team size, degree of democratic behavior within a group, 

participation, and satisfaction [7]. 

The Group Environment Questionnaire (GEQ) [8] is a sur-

vey instrument commonly used to measure individual percep-

tions of group cohesion. GEQ consists of 18 items that meas-

ure group and individual factors, i.e., group integration and 

individual attraction to the group. These factors are further 

divided into tasks and social dimensions, which describe gen-

eral motivation toward achieving group objectives and devel-

oping social relationships. 
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In addition to surveys, researchers have also developed 

more objective measures for characterizing a group’s cohe-

siveness. These measures can be helpful in the analysis of 

team cohesion in remote work, which has particularly in-

creased due to the impact of COVID-19 on our society [9]. 

For instance, [10] described group cohesion in terms of a 

density measure expressed as a ratio of the number of connec-

tions among members over all possible links. However, this 

approach did not take into account the weight or intensity of 

those connections. Thus, [11] calculated group cohesion (den-

sity) by looking at only the links that have weights higher or 

equal to a pre-defined number, which may vary according to 

different contexts. 

Another type of cohesion measure, called Linguistic Style 

Matching (LSM), was developed by [12]. This particular 

measure is based on the similarity of the use of function 

words between two individuals. Once all paired similarities 

among group members are computed, the paired values in the 

group are then averaged, and this number becomes the group’s 

cohesiveness score. Using this technique, the researchers 

found a correlation between LSM and a cohesion construct 

(obtained through a survey) and a limited relation between 

LSM and performance. This particular study tested the LSM 

measure using chat communications generated during a one-

hour session from single-gender teams. However, researchers 

who applied LSM to the analysis of email messages among 

team members over an extended period of time were unable to 

duplicate the significant relationships between cohesion and 

performance [13]. Moreover, the use of function words in a 

non-native speaker group setting might also affect LSM’s 

predictive capabilities. 

In another study, [14] proposed a measure called Individual 

cohesion that is designed to predict group cohesion. The Indi-

vidual cohesion measure is calculated by summing messages 

between each pair of individuals on a team and then averaging 

those counts. Members’ individual cohesion scores are then 

correlated with task cohesion. Although the study found a 

significant relationship between Individual cohesion and a 

group’s cohesion level, it was noted that this similarity ap-

proach might be affected by individuals who perform poorly 

but have similar interaction scores. Thus, the authors suggest-

ed that a measure based on communication intensity might be 

a better predictor of cohesion in a virtual setting because of 

the low interaction rates often found among group members in 

this type of setting. 

The above research served as an important tool for defining 

the major factors that were deemed important for this study. 

These factors include both similarity and quantitative 

measures. The general question asked was which of these 

factors tends to be a better predictor of cohesion levels among 

global software learners. The measures mentioned above 

represent some of the factors that were included in the exper-

iments for this study. 

TABLE I 

ACTIVITIES PER PROJECT AND INSTITUTION. 

Project 1 

US institution MX institution 

Museum website Database functionality 

Project 2 Museum website rede-

sign 

Database functionality 

Project 3 Learning website Learning website functional-

ity 

3. DATASET 

Our data is drawn from a global software development 

study involving students from three higher education institu-

tions located in the US and Mexico (MX). Data collection 

occurred from 2014 to 2015 and included software develop-

ment projects from three different undergraduate-level cours-

es. Participants consisted of 116 males and 62 females who 

were 22-years old on average. 

All participant’s communications happened in English and 

used an online collaborative tool called Redmine [15]. Teams 

were formed by pairing students from the American institution 

and either of the Mexican institutions. Participants were ran-

domly assigned to their respective groups. The teams worked 

on three different projects involving either the design of a 

museum or a learning website as well as implementing their 

functionality. Activities were distributed as shown in Table III. 

We created a project management web application in 

Redmine that allowed us to record communications occurring 

among the team’s members. These include participation in 

chats, forums, and wikis, as well as file sharing. We also rec-

orded the date and time in which each activity occurred as 

well as the author of each online activity. 
 

A. Collaboration Measures 

We explored two main team factors in relation to cohesion: 

communication similarity and communication processes. We 

obtained assessments of Task Cohesion using individual ques-

tionnaires completed by most of the team members. The ques-

tions in the survey are derived from the multidimensional 

cohesion model developed by [8] and also from work by [16]. 
 

B. Communication similarity metrics 

We derive communication similarity metrics from the graph 

representation of communication replies among team mem-

bers. Figure 1 shows a sample graph derived from the interac-

tion shown in Table II. In this figure, the conversation is 

shown as a directed graph, where vertices represent the differ-

ent team members, and edges represent the number of replies 

received by participants. For example, u2 replied to u1’s initial 

message, while u1 replied to u2’s message about studying 

engineering. The reply counts are extracted from the forum 

and chat exchanges and reflect when a message is delivered to 

a specific participant (i.e., the last participant in the communi-

cation). 
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TABLE II 

EXAMPLE OF COMMUNICATION AMONG THREE TEAM MEMBERS. 

User Message 

u1 Hello. My name is Bryan and I am a student at UNT... 

u2 Hi, I am Carlos. 

u2 I live in Panama. 

u2 I study Computer Engineering. 

u1 Nice two meet you. 

u1 I just read the project description and it seems that... 

u3 Hello I live in Texas, and I study Computer Science. 

 
Fig. 1. Reply graph of conversation in Table II  

We generate reply graphs for each team and project and 

then derive three similarity metrics as described below. Densi-

ty is a group measure that describes the degree of intercon-

nectedness among group members, with high density indicat-

ing a high degree of interconnectedness and low density indi-

cating a low degree of interconnectedness [10]. The original 

density metric is calculated at the group level; however, we 

redefine it at the individual level. Where the individual density 

of a team participant (Di) is the count of people with whom 

the participant interacted with (actual linksi) over the number 

of people in the rest of the team (possible links). 

                           𝐷𝑖 =
𝑎𝑐𝑡𝑢𝑎𝑙_𝑙𝑖𝑛𝑘𝑠𝑖

𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒_𝑙𝑖𝑛𝑘𝑠
                           (1) 

Reply similarity We also measure the similarity on reply 

behaviors at the individual and group levels. These measures 

are derived from the cohesion metric proposed by [17] and are 

based on the idea that people view their group’s cohesiveness 

as being a combination of their own participation as well as 

from others. We thus calculate the reply rate at the team level 

(reply similarity, where replyij is the number of replies from 

person i to person j, and replyji is the number of replies from 

person j to person i. 

𝑟𝑒𝑝𝑙𝑦𝑠𝑖𝑚𝑖𝑙𝑎𝑟𝑖𝑡𝑦𝑖 = 1 −
|𝑟𝑒𝑝𝑙𝑦𝑖𝑗−𝑟𝑒𝑝𝑙𝑦𝑗𝑖|

𝑟𝑒𝑝𝑙𝑦𝑖𝑗+𝑟𝑒𝑝𝑙𝑦𝑗𝑖
                      (2) 

The reply similarity metric produces a score between 0 and 1, 

indicating the degree of reply similarity among team mem-

bers. The individual reply similarity indicates whether partici-

pation in group discussions increased the individual’s percep-

tion of group cohesion and was simply calculated as the total 

number of replies that an individual sent. 

Linguistic Style Matching (LSM) is a metric used to de-

termine whether individuals match their language use. Its use 

as a cohesion measure was first proposed by [12]. We calcu-

lated LSM using the formula shown in Equation 3, where x is 

a function word from the LIWC lexicon (e.g., auxiliary verbs, 

articles, common adverbs, personal pronouns) and xi denotes 

their use frequency by the i team member (or j). Using this 

formula, we determined the similar usage of function words 

between member i and each of the other members in the team. 

                     𝐿𝑆𝑀𝑥𝑖𝑗 = 1 −
|𝑥𝑖−𝑥𝑗|

𝑥𝑖+𝑥𝑗
                            (3) 

Information Exchange We derived two metrics for infor-

mation exchange among team members: similarity and rate. 

The first (Information Exchange Similarity) is calculated by 

simply counting the number of words typed by each partici-

pant, with the assumption that these words were being trans-

mitted to every other team member in the group (i.e., each 

word in each message is perceived as some type of participa-

tory exchange). This calculation was computed as follows: 

  𝑖𝑛𝑓𝑜𝑟𝑚𝑎𝑡𝑖𝑜𝑛𝑒𝑥𝑐ℎ𝑎𝑛𝑔𝑒𝑖 = 1 −
|𝑤𝑐𝑖−𝑤𝑐𝑗|

𝑤𝑐𝑖+𝑤𝑐𝑗
               (4) 

where wci and wcj are the numbers of words used by user i and 

j, respectively. 

The second metric, called Information Exchange Rate, is 

calculated as the total word count by a team participant. 

 

C. Content Measures 

Previous research showed that words associated with word 

categories such as contribution, seeking input, reflection, 

social, and planning are highly related to cohesion percep-

tion [18]. For example, the use of words related to social con-

tent seems to influence the level of trust among team members 

as well as create a more pleasant environment within a team. 

Although these word categories may not have a direct effect 

on Task Cohesion, it is natural to assume that they may have 

some indirect effect on Task Cohesion; for example, the ab-

sence of social behavior may result in a decrease in Task Co-

hesion among group members. 

We thus derived a set of content measures that capture the 

use of these categories. 

Social: number of messages using language related to so-

cial interactions. 

Planning number of messages containing language related 

to organizing the project development, i.e., verbs, nouns, or 

dates. Work messages containing information about the pro-

ject organization and management. Borrowing from the origi-

nal research [19], the work category included words related to 

Contribution and Seeking input. 

4. RESULTS 

A total of 5,583 messages were transmitted during the three 

projects. A total of 167, out of a possible 180, Task Cohesion 
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surveys were collected. Since we had 23 missing surveys, we 

kept only messages by students who had completed the ques-

tionnaire; thus, our dataset included a total of 5446 messages. 

A. The Culture Effect 

A previous study on Task cohesion found that location (or 

country of birth) affects Task cohesion perception [14]; and 

since our experiments included participants studying in differ-

ent locations (i.e., US or Mexico) but born in different coun-

tries, we anticipated that culture might have an effect on indi-

viduals’ perceived cohesion. 

TABLE III 

TASK COHESION VALUES BY CULTURE. *P < 0.05. 

Country  n mean India US 

India  55 8.01   

US  20 6.21 1.807*  

Mexico  78 6.48 1.5310* 0.2746 

TABLE IV 

PARTIAL CORRELATIONS OF SIMILARITY MEASURES AND DENSITY TO TASK 

COHESION, CONTROLLED BY CULTURE. †P < 0.10., *P < 0.05. 

Measure Task cohesion 

Individual Density 0.037  

Reply similarity 0.060  

Linguistic Style Matching 0.114† 

Our data contained survey responses from people who 

were born in eleven different countries. However, most of the 

surveys were completed from students born in India, the US, 

and Mexico (i.e., n > 20), while the rest of the countries were 

represented by only a few surveys (i.e., n < 4). As a result, we 

reduced our dataset even further and used data from only 

students born in any of the three main countries represented in 

our study; thus, ending up with a final count of 4,849 messag-

es sent by 153 participants. We then conducted a preliminary 

analysis to evaluate whether Task Cohesion assessments dif-

fered among respondents. We compared the Task cohesion 

mean values between countries and found that students from 

India tended to have higher Task Cohesion perceptions than 

either US or Mexican students (see Table III). Thus, we decid-

ed to use the Culture factor as a control variable in our anal-

yses. 

 

B. Similarity Metrics in Task Cohesion 

In order to determine the relationship between our similarity 

measures and Task Cohesion, we computed a partial correla-

tion between each measure (i.e., Individual Density, Reply 

Similarity, Linguistic Style Matching, and Task Cohesion), 

controlling for the Culture factor. The results of these correla-

tions are reported in Table IV. 

Results suggest that the Density measure at the individual 

level is unrelated to Task Cohesion (r=0.037, p=0.325). Since 

weights assigned to different edges in the reply graphs tended 

to vary widely (ranging from 1 to 70), we suspect that the 

large variance among participants’ exchanges may have af-

fected the correlation between Density and Task Cohesion. 

Similarly, we found no correlation between Reply Similarity 

and Task Cohesion (r=0.060, p=0.230). The lack of a correla-

tion between these two variables may be explained by the 

inactivity of one or two group members. For example, we 

noted that in cases where at least one of the group members 

was not participating in group discussions, the Reply Similari-

ty score was low. 

TABLE V 

PARTIAL CORRELATIONS OF QUANTITY-BASED MEASURES TO TASK COHESION, 

CONTROLLED BY CULTURE. †P < 0.10., *P < 0.05. 

Measure Similarity Rate 

Reply 0.060 0.108† 

Information exchange 0.152* 0.175* 

On the other hand, Linguistic Style Matching has a posi-

tive, although low, significant correlation with Task Cohesion 

(r=0.114, p=0.081). An analysis of the use of function words 

by culture for the first week of each project shows students 

who participated in the Spring 2014 project had a significant 

difference in their use of personal pronouns (p=0.027) and 

quantitative words (p=0.054); also, students who participated 

in the Spring 2015 project show a significant difference in the 

use of impersonal pronouns (p=0.055); however, all 2014 

participants showed no difference in function-word usage by 

country. It is important to note that the Fall 2014 project con-

sisted largely of students who were born in either Mexico or 

the US, while the other two projects consisted mainly of stu-

dents born in either Mexico or India. Thus, it appears that US 

and Mexican students have more similar linguistic patterns 

than Mexican and Indian students. 

Finally, Information Exchange Similarity has a positive and 

significant correlation with Task Cohesion (r=0.152, p=0.031). 

Although Information Exchange Similarity and Reply Similar-

ity are somewhat related, in terms of what they are measuring, 

the simple word-based metric of Information Exchange Simi-

larity shows a better correlation with cohesion perception, 

possibly because words rather than replies (which tend to be 

sentences) produce more data. The amount of data that is used 

to analyze the relationship among variables may affect the 

degree of significance. Word counts may also be a better met-

ric of different levels of interaction since individuals who tend 

to be more engaged in the project will probably communicate 

more, which in turn may affect the perception of the group’s 

cohesiveness. 

C. The Effect of Quantity-Based Measures in Task Cohesion 

We next tried to determine if the intensity of the team’s 

communications, as measured by Reply Rate and Information 

Exchange Rate, has an effect on Task cohesion. Again, we 
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conducted a partial correlation analysis controlled by the 

culture factor between these two variables and Task Cohesion. 

Results are shown in Table V. The first column shows the 

correlation scores for both Reply Similarity and Information 

Exchange Similarity, while the second column shows the 

correlation scores for Reply Rate and Information Exchange 

Rate. 

Our results indicate that Reply Rate has a positive, 

although low, significant correlation with Task Cohesion 

(r=0.108, p=0.093). Information Exchange Rate also has a 

significant positive correlation with Task Cohesion (r=0.175, 

p=0.016). In comparison with the regular similarity measures, 

the more quantitative-based measures have higher correlation 

values. 

TABLE VI 

PARTIAL CORRELATIONS OF GROUP MEASURES TO TASK COHESION, 

CONTROLLED BY CULTURE. †P < 0.10. 

Measure Task cohesion 

Group reply rate 0.113† 

Group information exchange rate 0.112† 

 

This seems to suggest that quantity-based measures that cap-

ture amounts, and perhaps engagement, may be better predic-

tors of group cohesion than measures that try to assess differ-

ent similarity constructs in a team’s exchanges. 

 

D. Effect of Group Measures 

We then took the two variables that appeared to be significant-

ly related to task cohesion and calculated group-level scores 

for each of these two measures. Thus, we created a Group 

Reply Rate and Group Information Exchange Rate variable 

and examined the relationship between these two factors and 

Task Cohesion. Table VI shows the correlations for each of 

these two variables. 

Group Reply Rate and Group Information Exchange Rate 

show a positive but low, significant correlation with Task 

cohesion, i.e., r=0.113, p=0.083 and r=0.112, p=0.085, respec-

tively. These results suggest that an individuals’ and a group’s 

engagement in communication is a predictor of task cohesion 

perception. 
 

E. Content-based Features for Task Cohesion 

To enable these analyses, we devised a data-driven approach 

to extract content features from student’s messages. We thus 

aimed to categorize participant messages into the social, plan-

ning, and work categories. Note that we used this approach as 

custom lexicons for these categories are not readily available. 

We thus developed an automated text analysis program that 

could classify students’ messages into three different catego-

ries. To conduct our experiments, we used a dataset consisting 

of 1,866 messages that had been manually annotated in previ-

ous work [19], [20] with the planning, contributing, seeking 

input, reflections, monitoring, and social categories. 

Our study only used four of these categories (i.e., social, 

planning and work) with the work category including the 

contribution and seeking input categories. Thus, messages that 

contained the agreement label were removed so that these 

types of short messages were not included in any of our 

counts for the proposed categories. Agreement messages are 

those that confirm or deny some previous message such as 

“ok,” ”sure,” ”good,” etc. This resulted in a dataset consisting 

of 305 messages under the social category, as well as 166 and 

1279 messages in the planning and working categories, re-

spectively. 

The features used to help seed the classification process 

were those found in research related to the LIWC software 

tool. Using this tool, we investigated 73 features. We also 

computed the unigrams of each message, obtaining a diction-

ary of more than 3000 entries. We tested the ability of both 

feature sets (i.e., Unigrams & LIWC) to predict the target 

label. Similarly, we tested the use of LIWC features only 

during the classification task. 

We compared the performance of three classifiers: Support 

Vector Machines, Random Forest, and Naive Bayes. The 

performance metric used for comparison was the F1-score, 

which is the harmonic mean of precision and recall. Also, we 

conducted 10-fold cross-validation during these experiments. 

TABLE VII 

F-SCORE VALUES FOR CLASSIFICATION ALGORITHMS. 

Feature set Support Vector 

Machines 

Random 

Forest 

Naive 

Bayes 

LIWC+Unigrams 0.821 0.777 0.522 

LIWC 0.752 0.776 0.495 

As seen in Table VII, all classifiers obtained better results 

by using both the LIWC and Unigrams features as compared 

to using only LIWC features. In addition, the best perfor-

mances were obtained by the Support Vector Machines classi-

fier (F1score=0.821). Hence, we used the Support Vector 

Machine classifier to label messages in our dataset. The result 

of applying the classifier to the messages in the experimental 

dataset can be found in Table VIII. 

TABLE VIII 

DISTRIBUTION OF MESSAGE CONTENT CATEGORIES IN THIS STUDY 

Class Instances 

Social 936 

Planning 4528 

Work 392 

Some of the features that provided more information for 

classifying each message into a category are shown in Ta-

ble IX. The Work category was found to be related to uni-

grams that are sometimes associated with performing activi-

ties such as give, talk, data, instructor, right. However, the 
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Work label was also found to be related to three LIWC cate-

gories: 1) function words LIWC.FUNCTION (e.g., preposi-

tions, articles, and common adverbs), which are often related 

to the idea of formal thinking [21]; 2) work LIWC.WORK 

(e.g., accomplish, work, and success), which are often related 

to the idea of well-performing teams [14]; 3) Interrogatives 

LIWC.INTERROG, (e.g., how, when, what, which are often 

used to represent the students’ seeking input process. 

TABLE IX 

RELEVANT WORDS BY CATEGORY, ACCORDING TO CLASSIFIER. 

Work Social Planning 

Right LIWC.INFORMAL meeting 

LIWC.FUNCTION fun night 

LIWC.WORK Lets tonight 

LIWC.INTERROG Thanks Thursday 

data Oh whenever 

talk LIWC.FOCUSPRESENT must 

instructor later yet 

could LIWC.SOCIAL schema 

modification Nice yours 

give hello Monday 

Similarly, words related to the Social category included 

words such as fun, lets, thanks, hello, later, nice - all of which 

seem to suggest characteristics related to social interaction. 

The Social category also included more concrete relations 

with specific LIWC categories: 1) informal 

LIWC.INFORMAL, a category that consists of words such as 

netspeak (lol, btw, thx), swear words (fuck, damn, shit), non-

fluencies (err, mmm); 2) Present tense 

(LIWC.FOCUSPRESENT), a category that includes words 

such as today, is, now, which are words related to more per-

sonal information sharing; 3) social (LIWC.SOCIAL), a cate-

gory that consists of words such as mate and they. Again, 

LIWC provided the research with relevant key categories 

related to specific conversation types. 

On the other hand, the main word features that comprised 

the Planning label did not include any specific LIWC catego-

ry. Instead, the classifier produced unigrams related to project 

management activities such as night, whenever, days of the 

week (Thursday, Friday, Monday). We also saw patterns that 

included words related to specific management activities such 

as meeting and schema (which was probably because of the 

type of projects that were assigned, e.g., database schema). 

The Planning label also included words related to future 

events, which are often used in planning tasks. Given this 

particular list of words, it should be possible, at some time in 

the future, to create a LIWC category that would automatical-

ly identify these types of communication. 

These results show the importance of the LIWC tool and 

the use of unigrams to obtain the appropriate label for the 

message’s exchanges by team members. 

After placing the messages into their various content cat-

egories, we computed the correlations between Social Similar-

ity, Planning Similarity, and Work Similarity and Task Cohe-

sion. In addition, we computed correlations between Social 

Rate, Planning Rate, and Work Rate and the same target vari-

able. 

TABLE X 

CORRELATIONS OF CONTENT-BASED VARIABLES 

WITH TASK COHESION.†P < 0.1, *P < 0.05 

Content type Similarity Rate 

Social 0.052 0.136* 

Planning 0.001 0.060 

Work 0.101† 0.063 

Table X shows the correlations of these variables when 

controlled by team size and culture. The Work Similarity vari-

able shows a nearly statistically significant correlation with 

Task Cohesion (r=0.101). However, neither Social Similarity 

or Planning Similarity are correlated with the cohesion con-

struct. 

On the other hand, there exists a statistically significant 

correlation (r=0.136) between the Social Rate variable and 

Task Cohesion. But, again, Work Rate and Planning Rate do 

not show a statistically significant correlation. 

TABLE XI 

AVERAGE AND SUM OF SIMILARITY AND RATE CONTENT MEASURES 

Content type Similarity (average) Rate (sum) 

Social 0.216 559 

Planning 0.081 203 

Work 0.408 2046 

The statistically significant Work Similarity correlation 

can be explained by looking at previous results that show the 

perception of Group Cohesiveness is often affected by a 

group’s perception that all members are doing their fair share 

of the work. So, if evidence shows that all members are par-

ticipating in the communication, then an individual’s percep-

tion of the group’s cohesiveness should be higher. Moreover, 

the similarity between members’ conversations about work 

(i.e., Work Similarity) seems to be more important than the 

rate at which these exchanges occur. 

Interestingly, Social Rate shows a stronger correlation 

with Task Cohesion than Work Rate. This result may demon-

strate the importance of having some social communications 

among group members within a virtual environment. Despite 

the possibility that participants’ social interactions may some-

times affect the accurate assessment of Task Cohesion, as 

discussed in [7], we believe that this did not occur in the con-

text studied in this research, as evidenced by a large number 

of work-related communications as compared to social mes-

sages that were transmitted among group members, as shown 

in Table XI. 
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In contrast, there were no correlations between Planning 

Similarity and Task Cohesion, nor between Planning Rate and 

Task Cohesion. This lack of statistical significance between 

Task Cohesion and the planning construct may be due to the 

relatively small number of messages that were generated in 

this category. 

We also evaluated the performance of these same metrics 

at the group-level, i.e., we calculated Group Social Similarity, 

Group Work Similarity, Group Planning Similarity, Group 

Social Rate, Group Work Rate, Group Planning Rate. We first 

removed teams that had one or more participants who were 

not identified with one of the major countries, i.e., the United 

States, India, and Mexico. Also, we computed the Group Task 

cohesion measure by averaging the Task Cohesion perception 

of the team members. When a survey was not completed by a 

student, Group Task Cohesion was estimated using a missing 

data technique based on systematic non-response [22]. A total 

of 18 teams (out of 35) were used in the group-level analysis. 

TABLE XII 

CORRELATIONS OF CONTENT-BASED VARIABLES 

AT THE GROUP-LEVEL WITH TASK COHESION. 

Content type Similarity Rate 

Social –0.235   0.088 

Planning –0.124   0.192 

Work –0.062 –0.038 

 

Results shown in Table XII indicate that none of the 

group variables had a statistically significant correlation with 

Task Cohesion. This result may have occurred because of the 

small sample size for the comparison. Thus, more data might 

be required to determine whether the individual-level metrics, 

which we found to be related to Task Cohesion, i.e., whether 

(Work Similarity and Social Rate), have similar effects when 

aggregated at the group level. 

5 CONCLUSIONS 

This research examined a number of different measures to 

determine whether certain types of factors were better predic-

tors of Task Cohesion than others. Similarity measures, drawn 

from previous research, and new quantitative measures creat-

ed for this study were examined. The measures were applied 

to data generated from three global software learning projects 

that took place between students located in Mexico and the 

US. 

Individual similarity measures intended to predict Task 

Cohesion had mixed results. For example, Individual Density 

was not correlated with Task Cohesion. At the same time, 

Reply Similarity had no significant relation to cohesion. The 

lack of significant results for these two variables can be ex-

plained by looking at the number of exchanges between 

members in the co-located teams. Students seemed to have 

fewer exchanges between team members in their own country 

as opposed to team members in the remote country. Possibly, 

co-located team members may have had offline conversations 

that were not measured. It may also be the case that the meas-

ure itself needs to be redefined since scores for both Density 

and Reply similarity are highly affected by inactive members. 

On the other hand, Linguistic Style Matching had a small but 

significant relationship to group cohesiveness. We speculate 

that the significance was low because of the large difference 

between the use of function words by Indian students as com-

pared to Mexican students. Information Exchange Similarity, 

which is a word-based calculation, also achieved a significant 

correlation with Task Cohesion. This seems to suggest that a 

simple measure of the number of words exchanged provides a 

better representation of cohesion than either messages or 

replies, perhaps because such a measure generates more data 

for the analysis. 

Since communication within a virtual learning team tends 

to vary, metrics based on interaction intensity were also pro-

posed, i.e., Reply Rate and Information Exchange Rate. 

Both seemed to predict Task Cohesion much better than 

the similarity version of these two variables. It should be 

noted that the word-based factor of Information Exchange 

Rate was a better predictor of Task Cohesion than Reply Rate. 

Although we computed group versions of Reply Rate and 

Information Exchange Rate, we found only low significant 

relationships between either one of the variables and Task 

Cohesion. 

These results seem to indicate that previously cited simi-

larity measures used to predict task cohesion may be limited 

to analyzing groups that are highly interactive and that work 

on short-term tasks. Data from this study suggests that simi-

larity measures may be affected by less-active members and 

the presence of cross-cultural teams, both of which can impact 

message length and word usage. Since global software teams 

have both of these characteristics, similarity measures may 

have limited value in computing cohesiveness for distributed 

learning projects. However, this study also found that several 

quantitative measures that captured both reply and word rates 

were useful predictors of a group’s cohesiveness within a 

global software development learning team. 

Furthermore, measures based on the content within the 

communications were also developed. First, we generated a 

message classifier that performed accurately. Using output 

from the classifier, we were able to analyze their relationship 

with Task Cohesion. These measures showed mixed results. 

Only Work Similarity and Social Rate were found correlated 

to Task Cohesion. The statistically significant relation between 

Work Similarity and Task Cohesion can be explained by look-

ing at previous results that show that the perception of cohe-

siveness is often affected by a group’s perception that all 

members are doing their fair share of the work. So, if evi-

dence shows that all members are participating in the commu-

nication, then an individual’s perception of the group’s cohe-

siveness should also be higher. On the other hand, the strong 
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correlation between Social Rate and Task Cohesion shows that 

it is important to have at least some social communications 

during a software development project since these types of 

interactions can lead to an increase in trust within the group, 

which may result in an increase in group cohesiveness [13]. 

Further research is needed to determine whether a tem-

poral approach (which may help to identify when good-

performance teams start working) can produce better predic-

tions of the perceived cohesiveness within a distributed team. 

Until that research is completed, we believe that similarity 

and, to a larger extent, content measures can be used to predict 

group cohesiveness within a global software student project. 
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Plant Leaf Disease Recognition Using Random
Forest, KNN, SVM and CNN

Bijaya Kumar Hatuwal, Aman Shakya, and Basanta Joshi

Abstract—Huge loss in crop production occurs every year due
to late identification of pant diseases in developing countries like
Nepal. Timely and correct identification of such diseases with less
dependency in related field expert can be more effective solution
to the problem. Plants suffer from various diseases and correctly
identifying them by observing the leaves is major challenge
especially if they have similar texture. Consideration of plant
leaf color and various texture features is extremely important to
correctly predict the defect in plant. The aim of this work is to
classify and predict given disease for plant images using different
machine learning models like Support Vector Machine(SVM),
k-Nearest Neighbors (KNN), Random forest Classifier (RFC),
Convolutional Neural Network and compare the results. Image
features like contrast, correlation, entropy, inverse difference
moments are extracted using Haralick texture features algorithm
which are fed to SVM, KNN and Random Forest Algorithms
whereas CNN directly feeds upon images as input. Among the
used models CNN produced highest level of accuracy of 97.89%
and RFC, SVM and KNN had accuracy of 87.43%, 78.61% and
76.96% respectively for sixteen different image categories used.

Index Terms—Plant disease, Haralick texture, support
vector machine, k-nearest neighbor, random forest classifier,
convolutional neural network.

I. INTRODUCTION

FOR BETTER agricultural productivity health of plant is
a primary concern. Diseases hinder the normal state of a

plant and potentially modify or interrupt its vital mechanisms
such as fertilization, photosynthesis, transpiration, germination
etc. Time and again plants get various diseases depending upon
the factors like environment, season, soil, bacteria and others.
The conventional process of plants disease detection with
bare eyes observation method is tiresome and is non-effective.
So identifying the plant disease for farmers requires help of
related filed specialist most of the time. Hiring the related
filed experts may cost farmers heavily and use of pesticides
without knowledge will degrade the quality land and harm the
living organisms. So utilizing available technology to identify
the plant diseases may be a viable solution.

Plant disease recognition by visual method is cumbersome
task, less accurate and can be applied only in limited areas.
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Some general diseases in plants are early and late scorch,
yellow and brown spots and some are bacterial and virus
diseases. Some research works are done identifying plant
disease but they have not covered the broader categories of
plant diseases and image features for training purpose to obtain
much accurate results for large set of images. Depending
upon the texture (shape, size, roughness, intensity, etc.) plant
diseases can be predicted in some cases and in others it may
require further test. This research is focused on classifying and
recognizing images based on the plant leaf textures such as
contrast, correlation, entropy, inverse difference moments and
leaf colors (red, green and blue). There are sixteen different
plant leaf categories considered as healthy or other predefined
disease for this work. The models for CNN, KNN, RFC and
KNN will be developed and the results will be compared.

This papaer is organized with introduction to emphasize
the need of this research work to be done which is followed
by reivew section to provide the overview of the works
done previously, their limitaions and the further enhancements
that will be incorporated by this research work in the plant
leaf diesease recgonition. The working meachinism, variuos
algorithms used and mathematical represenations used in the
work is explanined in the methodology section. The result and
discussion section describes the findings of the research work.
The overall findings and the possible future enhacements is
summarized in the conclusion and future works section.

II. LITERATURE REVIEW

Various researchers have used machine learning and image
processing techniques for identifying the diseases on different
types of plants. The Authors of paper [1] investigated using
k-means clustering method for Brinjal leaves with image
processing techniques to identify plant leaf disease. The
authors performed histogram equalization to increase image
quality prior clustering process. Color Co-occurrence Method
(CCM method) was used to extract the color and texture
features. The features were trained using k-means clustering
algorithm with three clusters as infected object, infected leaf
and the black background of leaf. However, the features are
not sufficient to classify much larger classes of images and
clusters with subtle change in colors.

The authors of the paper [2] proposed converting RGB
image into HSV and perform color based subtraction of
unwanted background by retaining pixel having G value more
than R and B values for plant leaf disease classification. The
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connected elements in the image are discovered out from the
cluster based background subtraction and the immense part of
the image is kept and other part is removed. They used SVM
which created the hyper planes in high dimensional space for
categorizing the data points into different classes.

The authors of the paper [3] proposed KNN as an effective
method in identifying leaf diseases for agronomical crop
images. They used luminance and linear characteristics image
to detect skeleton of leaves to determine whether the leaf is
of grape or not. Then, GLCM (Gray-Level Co-Occurrence
Matrix) features are extracted and diseases are classified by
using the obtained grape leaf images. However the detection
and recognition was only for grape specific and could not
perform well for other species of plant.

The authors of the paper [4] performed Convolutional
Neural Network operation for plant disease detection using
python API They resized image to 96x96 resolution for
image processing. Data augmentation technique was used to
rotate, flip, shit images horizontally and vertically. Adam
optimizer was incorporated using categorical cross-entropy.
They trained the image with 75 epochs using 32 batch
sizes for 35000 images. Similarly, the authors of paper [5],
proposed framework ResNet50, ResNet101, DenseNet161,
and DenseNet169 as their Deep Neural Network (DNN)
framework to detect disease in rice plant. Images were resized
as 224 × 224 pixels, the batch size was set to 64 , epoch to
15 and the learning rate was set a constantly of 0.0001. The
DenseNet161 produced the best results with an accuracy of
95.74%.

The authors of the paper [6] investigated on using k-means
clustering for the image segmentation of grape leaf disease.
Shape, color and texture were extracted as main features.
Linear Support Vector Machine (LSVM) was used for
classification purpose. The images were classified into two
classes Downy and Powderly using the extracted nine texture
features and nine color features for all three segmented parts
of single leaf image.

The authors of the paper [7] proposed using three feature
descriptors Hu moments, Haralick Texture and color histogram
for plant disease classification using various machine learning
algorithms Logistic regression, Support vector machine,
k-nearest neighbor, CART, Random Forests and Naive Bayes.
The accuracy of machine learning models Support vector
machine 40.33%, k-nearest neighbor 66.76% and random
forest 70.14 was quite low.

Most of the papers focused on same species of plant for
the disease prediction which has almost similar texture. Also
comparison among the various algorithms to obtain the better
results is done by few authors where the number of image
feature considered was fewer and the overall accuracy was
low. This study will consider multiple features like contrast,
correlation, inverse difference moments, entropy and red,
green and blue colors for training and prediction purpose of
plant leaf images to get higher accuracy. The sixteen different
plant image classification categories will be considered. The

machine learning models like SVM, KNN, CNN and RF will
be used for training and testing purpose and the accuracy
results among the models will be compared.

III. METHODOLOGY

There are four major stages involved in the proposed
approach as image acquisitions and preprocessing, image
features extraction, model training and testing and given input
image prediction. Fig. 1 and Fig. 2 represents the detailed flow
diagram of the methodology.

Fig. 1. Image feature extraction and model preparation

A. Image Acquisitions

The images were collected for various plants species and
diseases. The images were placed in jpg format. The source
images were taken from the Kaggle plant village dataset. The
train (folder containing images for training purpose of the
models) and valid (folder containing images for validation
purpose of the model) folder consists of images in ratio of 80
to 20 for training and testing purpose respectively for sixteen
different categories which is shown in Fig. 3’ .

B. Image Features Extraction

In total ten properties from color and textures are generated
as the features from the images. The mean and standard
deviation of each color channel red (R), green (G) and blue
(B) are calculated. Then blurring is done after converting
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Fig. 2. Plant disease prediction with given image

Fig. 3. Plant disease images counts in different categories for training and
testing

the image into gray scale to reduce the noise level in
the image. Gaussian noise is very common kind of noise
that is likely to arise for case of any image due to poor
illumination or high temperature or transmission [8]. The
texture based feature extraction is performed using Haralick
texture features algorithm which extracts contrast, correlation,
inverse difference moments, and entropy from the images
converted as grayscale. The Haralick texture algorithm uses
gray-level co-occurrence matrix (GLCM) to calculate the
features. GLCM is a matrix that represents the relative
frequencies of a pair of grey levels present at certain distance
d apart and at a particular angle θ [9]. Extraction of
textural information from images containing highly directional
characteristics is majorly dependent on selection of correct
angle θ [9]. The mathematical equatioin of the features used
are represented by Equations (2)–(5).

G =


P (1, 1), P (1, 2), · · · , P (1, D

g
)

P (2, 1), P (2, 2), · · · , P (2, Dg )
...

...
. . .

...
P (D

g
, 1) P (D

g
, 2) · · · P (D

g
, D

g
)

 (1)

Contrast =
Dg−1∑
n=0

x2


Dg∑
i=1

Dg∑
j=1

P (i, j)

 , |i− j| = n (2)

where Dg is numbers of gray levels that can be represented
by a matrix G having dimension Dg as shown in Equation (1)
with any pixel point (i,j) and P(i,j) represents the probability
of presence of pixel pairs at certain distance d at angle θ in
GLCM image.

Correlation =

∑Dg
i=1

∑Dg
j=1 (i, j)P (i, j)− µxµy

σxσy
(3)

where µxµy are means and σxσy are standard deviations of
Px and Py the partial derivative function.

Inverse Difference Moments =
Dg∑
i=1

Dg∑
j=1

1

1 + (1− j)2
P (i, j)

(4)

Entropy = −
Dg∑
i=1

Dg∑
j=1

P (i, j) log [P (i, j)] (5)

C. Model Training and Testing

The image features extracted were split in the ratio eighty
to twenty for the training and testing purpose for the SVM,
KNN, K-means clustering and random forest.

There are many ways to solve Multi-class classification
problems for SVM such as Directed Acyclic Graph
(DAG), Binary Tree (BT), One Against-One (OAO) and
One-Against-All (OAA) classifiers [10]. Constructing an
optimal hyper plane regarded as the decision surface using
the input samples to make the two sides’ margin largest
is the main mission of support vector machine [11]. To
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perform the multi class classification using SVM we have used
one-versus-rest method and Gaussian radial basis function.
Radial basis function (RBF) kernel (is a positive parameter for
controlling the radius) [10] which is given by Equation (6):
As SVM cannot perform multiclass classification at once,
one-versus-rest method is used by SVM which does binary
operation with each dataset to finally make multiclass
classification.

K (xi, xj) = exp

(
−‖xi− xj‖

2

2σ2

)
(6)

where k is the kernel function , xi = (xi1, xi2, . . . , xiN)
corresponds to the attribute set for the ith sample in each
sample tuple represented by (xi, xj) in N training data of a
binary classification.

Random Forest can be used for classification and regression.
The proposed methodology uses classification using Random
forest. It is an ensemble method as uses the average or
voting from multiple decision trees to reach the decision. The
problem of over fitting is also reduced drastically by reducing
variance in this algorithm.

K Nearest Neighbor (KNN) can be used for both classifi-
cation and regression operation. In pattern acknowledgement,
the (KNN) k nearest neighbors algorithm is a non-parametric
method used for classification and regression [12]. KNN
performs classification based on the majority voting on
similarity to K nearest number of neighbors calculated using
distance functions. Some most common distance functions
are Euclidean, Manhattan, Minkowski and Hamming distance.
For categorical variables Hamming distance is used and for
continuous variables Euclidean, Manhattan and Minkowski
distance calculation are used.

Euclidean Distance =

(
k∑

i=1

(xi − yi)
2

)1/2

(7)

Hamming Distance (HD) =

k∑
i=1

‖xi − yi‖ (8)

where x = y ⇒ D = 0, x 6= y ⇒ D = 1, x =(x1,x2,x3,. . .,xk)
and y=(y1,y2,y3,...,yk) are the points in the space and D is the
distance between the two points x and y.

Convolutional Neural Network (CNN) is preferred as a deep
learning method in this study. CNN, which can easily identify
and classify objects with minimal pre-processing, is successful
in analyzing visual images and can easily separate the required
features with its multi-layered structure [13]. The major layers
in CNN consist of convolutional layer, pooling layer, activation
function layer and fully connected layer. Python library scikit-
learn was used with initial image width and height equal to
180px. Multiclass classification with sixteen number of classes
was done. The number of epoch used was calculated as: (Total
number of images) mod (Batch size). Convolutional Kernel
of size (3, 3), max pooling matrix of size (2, 2) and ReLu
was used as an activation function in each convolutional layer.

The convolutional layer output was flattened with 0.5 dropout
value. Sigmoid activation function was used in fully connected
layer with dense value as 16 was used for the experiment.

D. Given Input Image Prediction

The input image absolute file path is provided as an
input. For the given image, feature extraction is performed.
The extracted featured is used for the prediction using the
previously saved machine learning models. The predicted plant
category (healthy or disease) name as shown in Fig. 5 is
displayed on the integrated development environment console
or in browser.

IV. RESULTS AND DISCUSSION

For support vector machine we achieved the accuracy of
78.61% where regularization parameter C is set to 100, gamma
to 0.0001 and tolerance in optimization to 0.001. The given
hyper parameters values were changed manually to get the
best possible accuracy. Fig. 4 and Fig. 5 show the graphical
user interface for image feature extraction and plant disease
prediction. Table. I. Shows the precision, recall, f1-score and
support of testing images for SVM based classification

Fig. 4. Image feature extraction

Feature extraction process of image with different color
channel (red, green and blue) and original image is shown
in Fig. 4.

In KNN the nearest number of neighbors k value is used
as 5 and an accuracy of 76.969% is obtained. Though best
accuracy can be obtained at k=1 we used k=5 to prevent use
of single value voting for prediction. The plot for KNN is
show in Fig. 6 and Fig. 7.

The plot Fig. 6 shows the multiclass classification of the
images of sixteen different categories in testing. It shows the
number of times the image of given category is categorized in
which category moving along the truth and predicted axes as
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Fig. 5. Plant disease prediction using SVM

TABLE I
SVM CLASSIFICATION REPORT FOR TESTING DATA

Labels Precision Recall F1-Score Support
Apple Apple scab 0.75 0.68 0.71 418
Apple Black rot 0.62 0.73 0.67 380
Apple Cedar apple rust 0.79 0.78 0.79 326
Apple healthy 0.88 0.85 0.87 411
Chery Powdery 0.82 0.88 0.85 346
Cherry healthy 0.91 0.96 0.93 356
Grape Black rot 0.63 0.75 0.69 356
Grape (Black Measles) 0.75 0.71 0.73 365
Grape blight (Isariopsis) 0.81 0.83 0.82 327
Grape healthy 0.83 0.87 0.85 340
Peach Bacterial spot 0.81 0.75 0.78 384
Peach healthy 0.91 0.92 0.91 341
Pepper bell Bacterial spot 0.68 0.59 0.63 388
Pepper bell healthy 0.76 0.68 0.72 410
Strawberry Leaf scorch 0.89 0.85 0.87 371
Strawberry healthy 0.84 0.88 0.86 395

Fig. 6. Heatmap plot for KNN

shown in the figure. The weighted average value for precision,
recall, f1-score and support are 0.78, 0.77, 0.77 and 5914
respectively for testing images for KNN.

Fig. 7. Elbow criterion plot for KNN

The Elbow criterion plot in Fig. 7 shows the mean error
for the given K value in the iteration. The least mean error
value as shown is for k 1 but we took K value as 5 to prevent
single value voting which might consider the outlier data as
true positive value.

Random Forest model with accuracy 87.436% is created
with 250 numbers of estimators and the heatmap plot as shown
in Fig. 8. The weighted average value for precision, recall and,
f1-score is 0.88 and support value is 5914 for testing images
for KNN.

Fig. 8. Heatmap plot for random forest

Convolutional Neural Network model has training accuracy
of 97.89% and validation accuracy of 99.01% which is trained
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for 147 epochs with 29567 and 7391 images for training and
validation respectively. The CNN model was trained using
the Google Colaboratory GPU named as device:GPU:0. The
model accuracy and loss plot for training and testing is shown
in Fig. 9.

Fig. 9. CNN accuray and losss plot for train and test

TABLE II
TESTING DATA OUTPUT COMPARISON OF DIFFERENT MODELS

Model Name Accuracy in %
Convolutional Neural Network (CNN) 97.89%

Random forest (RF) 87.43%
Support Vector Machine (SVM) 78.61%

K Nearest Neighbor (KNN) 76.96%

The CNN produced the result with much accuracy than
other machine learning model but the time and the physical
resource like RAM and CPU (Google Colaboratory GPU
named as device:GPU:0) used by CNN is high compared to
other models. The obtained accuracy of work for CNN is
2.52% higher than the accuracy obtained by author of paper [4]
which was 94.74%. The accuracy of SVM, KNN and RF
obtained in our work is higher than the authors of paper [7]
where SVM, KNN and RF produced the highest accuracy of
40.33%, 66.76% and 70.14% respectively.

V. CONCLUSION AND FUTURE WORKS

This work presents the various plant leaf diseases
recognition using Haralick feature extraction technique and
machine learning models like SVM, KNN, Random forest
and CNN. Contrast, correlation, inverse difference moments,
entropy and images RGB color standard deviation are
extracted image features for this work. Among the given
models CNN produced the highest level of accuracy 97.89%
followed by Random forest 87.436%, SVM 78.61% and KNN
76.969%.

Future works can be done to include more plant species
with different diseases and texture characteristics. Further
improvements in the given models prediction can be done by
extracting much distinct features from the plants leaves. Grid
search or other algorithms can be used to find the best optimal
value of the hyper parameters used in different models used
in efficient way.
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Abstract—The study of complex systems in many sciences such 

as physics, chemistry, biology, engineering, economics, psycholo-

gy, among others, has demonstrated itself as a powerful approach 

to resolve many hard issues and to contribute to a fuller and more 

realistic description of various phenomena. As different to other 

types of systems, complex systems are characterized by such 

properties as self-organization, emergence, openness, dynamic 

nature, chaoticity, fractality, catastrophism, nonlinearity, and 

fuzziness. It turns out that natural language as a system possess 

many indispensable properties of complex systems, so it can be 

viewed and studied as a complex adaptive system. We show that 

the complex system view on natural language is powerful not only 

to incorporate knowledge of language accumulated by traditional 

linguistics, but further make significant discoveries on many open 

issues in phonetics, grammar, lexicon, language origin and 

evolution, first language acquisition and development, simulating 

language functionalities by computational models.  

 

Index Terms—Adaptive dynamic complex systems, agent-based 

model, cognitive model, emergence, usage-based grammar.  
 

I. INTRODUCTION 

T has been a long and well-grounded scientific approach to 

study a human, or natural, language as a system comprised 

of several layers: phonetic, phonological, morphological, 

syntactic, semantic, and pragmatic. In its turn, each layer is also 

a system of its proper interrelated elements, so the layers are 

subsystems within the system. Traditionally, these subsystems 

are objects of research in the respective fundamental linguistic 

subdisciplines: phonetics, phonology, morphology, syntax, 

semantics, and pragmatics. There are many other branches in 

linguistics focusing on specific language elements or aspects, 

giving a closer look at selected finer language details; examples 

of such branches are articulatory and acoustic phonetics, 

lexicology, conversation analysis, text linguistics, stylistics, 

among others. 

There are also other dimensions of our interest in language: 

we desire to explore its diversity in language typology, its 

variation and change over time in historical linguistics and 

evolutionary linguistics, its usage in different locations in 

dialectology and by different social groups in sociolinguistics 

and ethnolinguistics. Language is analyzed with its relation to 

culture in linguistic anthropology, to brain/mind activities in 

neurolinguistics and psycholinguistics, to human cognition in 

cognitive linguistics, its acquisition as first or second language 

is another area of linguistics.  

Many interesting discoveries have been made in all these 

disciplines, many language facets and properties have been 

described and analyzed, indeed, an enormous amount of 

knowledge have been gained and applied in miscellaneous 

tasks. However, the knowledge we have is segmental and 

uncoordinated, each linguistic branch seems to be separate and 

isolated to some degree from the other branches, and still little 

is understood how all the branches interconnect and interact to 

explain and represent language in its totality and wholeness. 

The accumulated evidence and facts still remain in detached 

“storehouses” whose walls prevent them all from composing 

the complete picture.  

Nowadays, a promising approach which can lead to a 

solution of the above issue is adopting the view on language as 

a complex system. Complex system framework has been 

proven successful in many other sciences: physics, chemistry, 

biology, engineering, computer science, economics, 

psychology, health studies, education. In this article we explain 

the concept of a complex system, its properties, and review 

recent works on modeling a natural language as a complex 

system mentioning some applications this model might have.  

A. Systems and their Types 

The study of complex systems is an area of systems theory 

where a system is defined as a construct with “the following 

characteristics: it consists of a set of objects, a set of relations 

between the objects, and a structure of layers, and it interacts 

with its environment” [1, p. 25].  

There are many types of systems distinguished depending on 

their properties. Systems can be open or closed: an open system 

interacts with its environment, it has input/output and reacts to 

events occurring in its surroundings, and the opposite is a 

closed or isolated system (see http://pespmc1.vub.ac.be). 

According to their time-related behavior, systems can be static 

or dynamic: a static system is not time-dependent, dynamic 

systems evolve over time exhibiting continuous, discrete, or 

hybrid change; such systems can be stable or unstable, and an 

extreme case of an unstable system is a chaotic system [2]. 

Depending on the characteristics of output with respect to 

input, dynamic systems can be linear or non-linear, in a non-

linear system output is not directly proportional to input [3]. 

With respect to system’s reaction to environmental stimuli, it 

can be adaptive, customizing its structure and comportment to 

its changing context, otherwise it is non-adaptive [4].   

B. Complex Systems 

In what way does a complex system differ from any other 

kind of system? While there has not yet been developed a single 

answer to this question accepted by the whole research 
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community, specialists in physics, biology and social 

sciences—three research fields from which this new science of 

complex systems has emerged [5]—come up with their own 

vision on what makes a system complex.  

For instance, the physicists Amaral and Ottino [6] 

distinguish among simple, complicated, and complex systems 

in the following way. A system is simple if it contains a small 

number of components which act according to well-understood 

laws, giving a prototypic example of a pendulum. Then, a 

system with a large number of components which have well-

defined roles and are governed by well-understood rules is 

defined as complicated, for example, a Boeing 747-400. For a 

complex system, the authors give an example of a migrating 

geese flock, which at first glance looks much simpler than the 

Boeing, however, it is different from the Boeing in the sense 

that it is an adaptive system, i.e., its behavior is emergent, it 

changes depending on the environment, and the flock is also 

self-organizing, i.e., the roles of the components (geese) may 

also change.  

To summarize the considerations in [6], a complex system, 

as different from the other types of systems, is characterized by 

self-organization and emergence:  it is a set of components 

(agents) whose roles may be fluid and the relations between the 

components may be plastic, it means that the rules that govern 

the behavior and connectivity of the components as well as 

their roles may change over time. Besides, complex systems 

also possess other properties which may be not unique to them 

but can be observed in other types of systems: openness, 

dynamic nature, chaoticity, fractality, catastrophism, 

nonlinearity, and fuzziness [7].  

II. COMPLEX SYSTEM VIEW VS. TRADITIONAL VIEW 

ON NATURAL LANGUAGE 

Knowing that a complex system is a structure with the 

properties mentioned in Section 1.2, and that in a complex 

system the components and rules of their interaction and 

behavior may change, can we observe such features in natural 

language? The researchers who call themselves the “Five 

Graces Group” [8] affirm that natural language has 

characteristics allowing to consider it as a complex adaptive 

system (CAS):  

“Language as a CAS involves the following key features: 

The system consists of multiple agents (the speakers in the 

speech community) interacting with one another. The system is 

adaptive; that is, speakers’ behavior is based on their past 

interactions, and current and past interactions together feed 

forward into future behavior. A speaker’s behavior is the 

consequence of competing factors ranging from perceptual 

constraints to social motivations. The structures of language 

emerge from interrelated patterns of experience, social 

interaction, and cognitive mechanisms. The CAS approach 

reveals commonalities in many areas of language research, 

 
1 https://www.innovationlabs.com/summit/discovery1/ 

including first and second language acquisition, historical 

linguistics, psycholinguistics, language evolution, and 

computational modeling.” [8, p. 1–2] 

The authors go on to say that the processes involved in 

language acquisition, language use and change, although 

studied separately in different areas of linguistics and viewed 

as different systems, in fact are elements of only one complex 

system. This system is comprised of interacting speakers 

(system’s agents) whose language behavior is adaptive as it 

depends on their experience of interaction among themselves 

and with the real world. The complex system of language also 

exhibits such characteristics as distributed control and 

collective emergence, intrinsic diversity, perpetual dynamics, 

adaptation through amplification and competition of factors, 

nonlinearity and phase transitions, sensitivity to and 

dependence on network structure, and local change [8].  

Discourse  

Pragmatics  

Semantics  

Syntax  

Morphology  

Phonology  

Phonetics  

Fig. 1.  Linguistic subdisciplines respective to the levels of language they study 

Magnetization as a function of applied field.  

 

Different from the traditional view on language as a system 

of layers abstracted from individual language users (Fig. 1), the 

complex system approach sees language as adaptive and self-

organizing communication behavior of agents (speakers), 

emerging from interaction among them as well as with 

environment and developing according to cultural selection and 

structural coupling [9]. Compare Fig.1 with Fig. 2, where basic 

components, processes, and relations in a complex system are 

presented [10]1. Although this diagram is general and represent 

a “skeleton” of any CAS, not developed specifically for 

language, it conveys fundamental principles of complexity and 

adaptivity found in any domain of reality. The vision of CAS 

expressed by Massip-Bonet [2] supplements the diagram in 

Fig. 2:  

“Complex adaptive systems are systems that learn or evolve 

in the same manner as living beings. They seek patterns. They 

interact with the environment, they “learn” from experience 

and, as a result, they adapt. They contain information on the 

environment; in a special sense, they “know” it. The common 

trait of complex adaptive systems is that they all process 

information in some way” [2, p. 40]. 
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The traditional structural language modeling follows the 

strategy “divide and conquer” by segmenting its object of study 

into smaller thus more manageable parts, further analyzing 

their elements and relations. It seeks generalizations and comes 

up with well-defined concepts and categories [11]. Categories 

can be defined in terms of characteristic features or 

resemblance to a prototype. However, not all linguistic 

phenomena fit perfectly into elaborated categories, there are 

cases difficult to resolve and assign to a specific category.  

As an example, let us consider the concept of collocation 

usually defined as a combination of words whose meaning 

cannot be derived from the meaning of its constituent words. 

Therefore, the distinctive feature of collocations is their 

semantic non-compositionality. Here are some examples of 

collocations with their meaning in parenthesis: have breakfast 

(consume a morning meal), break a habit  (stop doing 

something that you do regularly, especially something that you 

should not do), dead-end job (a job in which there is no chance 

of progressing to a better, more important job), call it a day 

(bring something to an end), find one’s feet (become more 

comfortable in whatever one is doing), under the weather 

(sick), hit the sack (go to sleep)2. 

 
2 Examples from Merriam-Webster Dictionary https://www.merriam-

webster.com and Cambridge Dictionary https://dictionary.cambridge.org. 

Observing these examples, it can be noticed that the meaning 

of some collocations is closer to the composition of the 

meaning of their constituents (have breakfast, break a habit), 

while the meaning of others cannot be analyzed 

compositionally (under the weather, hit the sack). The 

remaining collocations (dead-end job, call it a day, find one’s 

feet) can be situated within the range given by these two 

extremes: compositional semantics and completely fused 

semantics. It looks like non-compositionality is graded, it 

varies within an interval starting from zero non-

compositionality in free word combinations  with fully 

compositional semantics (write a letter, buy a dress) to 

maximum non-compositionality in idioms: pull someone’s leg 

(joke with someone), beat around the bush (avoid saying what 

you mean because it is uncomfortable)3. Reddy et al. [12] 

studied compound nouns like climate change, crash course, 

spelling bee, cash cow and proved that their compositionality 

varied over a continuum of values, see Fig. 3 [12]. 

It means that linguistic categories are fuzzy rather than crisp 

sets, Fig. 4 [7]. To study fuzzy sets, we need tools not available 

within the traditional linguistic paradigm analysis but well 

suited for complex system approach [13]. 

3 Examples from https://www.ef.com/wwen/english-resources/english-

idioms. 

 

Fig. 2.  Complex adaptive systems. 
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Fig. 3.  Mean values of compositionality scores. 

 

 

  

Fig. 4.  Fuzzy vs. crisp set. 

 

In theory, taking into account the above said, it can be 

expected that the complex system approach would allow for a 

more realistic description of natural language. We hope that it 

is able to assist in discovering previously unknown regularities 

and patterns useful in various tasks where spoken or written 

texts have to be interpreted manually or automatically. Besides, 

the complex system view can open a new perspective on 

observations and knowledge accumulated within the traditional 
linguistics, incorporating them into a wider linguistic map. This 

is how Cameron and Larsen-Freeman [14] put it: “Analysis or 

investigation of discourse from a complex systems perspective 

does not require us to throw away other approaches and their 

techniques. Indeed, multiple types of analysis are needed to 

work with information from systems at different scales, and 

new ways of blending methods are needed to explore 

simultaneous activity on several scales” [14, p. 236].    

In the next section, we discuss some results achieved in 

fields of language study, where complex system strategies have 

begun to unfold their potential in helping researchers to acquire 

more insight and understanding.   

III. COMPLEX MODELS OF LANGUAGE 

To model language as a complex adaptive system, we are to 

study not only its discrete constituents but also their 

interactions as they produce self-organized behaviors. Such 

interactions are difficult to describe using the traditional 

conceptual apparatus, so computational simulation and robotic 

applications come to rescue in this case [15].  

Machine learning algorithms assist in finding and evaluating 

inter-dependency relations among system’s constituents, 

artificial neural networks are used to model the brain activities 

of the system’s agents, their interactions and collective 

performance. Cellular automata simulate emergence and 

evolvement of language components, robotic systems allow us 

to experiment with language phenomena which involve 

embodiment: perception and action of speakers. In the 

following sections we will consider complex models developed 

in scientific endeavors aimed to advance in resolving some 

interesting issues and challenges posed in language studies.  

A. Language Origin and Evolution 

Since long ago, researchers have been interested in how 

natural language emerged as a means of communication among 

human agents, why and how it undergoes changes and evolves 

over time.  Recently, swarm robotic complex systems have 

been used to investigate the emergence of language intercourse. 

The objective of such systems is to model collective self-

organizing communication through interactions of multiple 

simple robots. A tool proposed by Cambier et al. [16] to 

simulate the evolvement of language communication among 

robots is language games. The authors describe several 

language games such as imitation games, guessing games, and 

category games, further emphasizing that a best suited game for 

robotic swarms to develop communication activities is the 

minimal naming game explored earlier by other researches in 

different environments [17–20].  

The minimal naming game is played by two or more robots; 

initiating the game, each robot is provided with a set of 

artificially generated words and then, in the course of the game, 

it takes the role of a transmitter/speaker or a recipient/hearer in 

turns.  In each step of the game, the goal for the robots is to 

reach an agreement on the choice of a word from their sets of 

words, which is to be associated with a given object; selecting 

words in this way, the robots create a vocabulary of objects’ 

names. Fig. 5 is an illustration of the game in its simple version 

of two participating robots [16]. 

First, the robot-transmitter selects a random word from its 

vocabulary and messages it to the robot-recipient. Then, if the 

recipient also has this word in its vocabulary, the agreement on 

the object’s name is reached and the game is success; otherwise 

the game is failure, in such case the recipient has to insert the 

word in its vocabulary. Cambier et al. [16] argue that the 

minimal naming game possesses a big latent capability to 

generate an emergent language in systems of robotic swarms 

aiming at collectively fulfilling a specific task. 

The language game approach has been shown productive in 

another work on language evolution, the research done by Vera 

et al. [21]. The authors focused on the emergence of the 

fundamental property of any natural language, namely, Zipfian 

distribution of words in vocabulary. They modeled human 

communicative decentralized interactions with a bipartite 

graph where words were mapped to their meaning. Phase 

transitions in numerical simulations executed on the model 
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converged to the state where the vocabulary revealed a word 

distribution in accordance with the Zipf’s law, thus 

demonstrating how such distinctive lexicon property might 

have originated.   

Another important question we can pose considering 

language origin and evolution is related to speech sounds. How 

did speech sounds appear, and simultaneously, how did they 

acquire the ability to form meaningful structures, i.e., words? 

The first attempt most cited in the literature to answer this tough 

question within the complex systems framework was the 

experiments in [22]. Using robotic simulation, de Boer 

modeled the origins of vowels by means of imitation games. 

Each robotic agent was equipped with a sound feature analyzer 

and a sound synthesizer, imitating human acoustic and 

articulatory apparatus. The agents in turns produced and 

perceived random sounds. If an agent who received the sound 

produced by another agent was able to imitate it, the outcome 

in the game was count successful, if it could not reproduce it, it 

was a failure. After 4,000 games, the sounds evolved in the 

system showed features very close to those of human language 

vowels. This result is a strong evidence for evolution of 

language as a self-organizing system, opposite to other theories 

on this topic, see a substantial review of these in [23].  

Another model of phonological system evolution is 

presented in [24], showing how local interactions among 

speakers can cause the emergence of a global system. The 

authors efficiently modeled basic motor, auditory, and sensory-

motor factors in play in the process of language formation. 

However, there are other factors—cognitive, environmental, 

social, cultural—present in the context of language 

development. Due to this multi-causal scenario, it is rather 

complex to incorporate all factors into a single model; to our 

knowledge, such model has not yet been designed. Besides, 

some researchers assume that there exist still other driving 

forces influencing language evolution, and among them, 

curiosity as an intrinsic human capability.  

Speaking of curiosity, we need to note here that there have 

already been made several contributions to the effort of 

integrating this human faculty into complex evolutionary 

models. An interesting suggestion is [25]. These researchers 

conducted an experiment with a system of robotic agents using 

a strategy of curiosity-driven learning, interpreting curiosity as 

“an epistemic motivational mechanism that pushes an organism 

to explore activities for the primary sake of gaining information 

(as opposed to searching for information in service of achieving 

an external goal like finding food or shelter)” [25, p. 493]. The 

authors implemented curiosity as a mechanism using which the 

robots, in an active learning environment, were acquiring skills 

allowing them to decrease uncertainty. In the course of the 

experiment, the emergence of more complex behaviors 

adapting to the constraints of the environment was observed.  

In this section we reviewed some of the works on the issue 

of language origin and evolution in the light of the complex 

system view. These have been initial attempts to model and 

analyze sophisticated processes involved in language 

development, trying to account for factors commonly neglected 

in traditional linguistic studies for the sake of simplicity. The 

proposed models still need further improvement, and we hope 

that in future, more elaborated complex models will be 

proposed.  

B. Phonology 

In this section we continue the discussion of sound system 

emergence and evolvement started briefly in Section 3.1, where 

we focused more on language in its totality. Here we will speak 

specifically of the phonological system as viewed and studied 

within the complex system framework.  

de Boyer’s model of vowel system emergence [22], 

introduced shortly in Section 3.1, inspired other scientists to 

apply the complex system approach to studying phonology. In 

fact, de Boyer himself extended his robotic vowel model to the 

sound system as a whole [26], since the former was found to 

explain the emergence of language sounds in a very realistic 

way. Now we will give more details on de Boyer’s simulation.  

In de Boyer’s model, the evolvement of sounds was 

simulated by means of an imitation game with the basic rules 

 

Fig. 5.  The minimal naming game played by two robots. 
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shown in Fig. 6 [26], reproduced in [27, p. 141] through self-

organization of robotic agents’ sound production and 
perception activities. The simulation included two 

mathematical models. The first model was responsible for 

generating sounds whose format frequency values were 

computed based on a number of equations designed for this 

purpose. This model imitated the human articulatory 

mechanism. The second model was developed for imitating the 

human auditory system. Using the second model, the robots 

perceived sounds. 

 

Fig. 6.  Basic rules of imitation game. 

The game was played as follows. At the beginning, each 

robot was equipped with a set of vowels.  Then, in the course 

of interactions, robots, in turns, were emitting sounds and 

perceiving them, as well as reproducing them as an evidence of 

perception. After perceiving and reproducing a sound, a robot 

compared it with the sounds in its set. If it was similar to a 

sound in the set, it was merged with this sound, otherwise it 

was added as a new sound to the set. Thus, while the game 

proceeded, the sound systems of robots went through a 

continuous process of developing and updating. Fig. 7 [26], 

reproduced in [27, p. 141] presents a part of the emergent sound 

system obtained by aggregating the sound systems of all robots 

into a single structure. Comparing the emerged system with the 

human sound system, the former was found to be very similar 

to the latter.  

The work of de Boyer [22], [26] was dedicated to the issue 

of the sound system origin as such system emerged resulting 

from self-organizing activities of speakers-hearers. Another 

interesting issue in phonology is sound change over time. The 

questions we may ask here are why sounds change, what the 

causes of sound change are, in what way sounds change, and 

how this change is preserved and becomes fixed thus turning 

into a conventional pattern accepted by all language speakers, 

i.e., how a changed sound becomes a phoneme.  

One of the works aiming at answering these tough questions 

is [28]. The authors explained the sound change with a model 

of human speech processing, studying this phenomenon in the 

context of interaction between the speaker and hearer, 

analyzing the processes of speech production, transmission, 

and perception. The authors reviewed a number of cognitive-

computational models of sound change and proposed two 

contributions which could improve the models and shed more 

light on how phonetic variation leads to phonologization, that 

is, when a diverge from a given phoneme results in fixing the 

new phonetic changes in a phonemic contrast. The first 

contribution was emphasizing the necessity to add the aspect of 

hyper- and hypoarticulation in relation to pragmatic meaning, 

and the second contribution was the proposal that a sound 

change model could take advantage of associations between 

perception and production if they are introduced 

mathematically, dynamically mapping articulatory patterns to 

acoustic aspects.  

 

Fig. 7.  Emergent vowel system: vowel phonemes are shown as clusters of 

similar vowels learnt by multiple robotic agents.  

Latest achievements in attending to the phonological issues 

touched in this section as well as many others have resulted 

from neural networks. An interesting work where the neural 

network strategy was adopted to examine sound learning is 

[29]. The author implemented a Generative Adversarial 

Network (GAN) to learn aspirated and non-aspirated 

allophones of three English voiceless stop phonemes in an 

unsupervised fashion. The task was far from trivial as the 

network was trained on a corpus of continuous speech, i.e., the 

data was time-series. The basic principle of GAN is twofold: 

on the one hand, to learn phonetic features in the discriminator 

part of the network, and on the other hand, using such features, 

generalize various allophonic pronunciations to a single speech 

segment which corresponds to a phoneme, producing it in the 

generator part of the network. The author’s experiments 

demonstrated a high potential of the network to learn 

allophonic distribution of phonemes. Alongside with other 
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interesting contributions in [29], it is important to note that this 

is the first work where such distribution is uncovered in an 

unsupervised manner.  

There have been other works done in the field of phonology, 

still there are many open issues left for future. However, as 

computer technologies are rapidly developing nowadays, we 

can expect a substantial progress in modeling the phonological 

layer of natural language as a complex system, which may lead 

to a richer and fuller representation and understanding of this 

phenomenon.    

C. Grammar 

The traditional approach to grammar consists in describing 

and categorizing language structures as well as formulating 

rules which generalize to as a broad range of language 

phenomena as possible; each rule is usually accompanied by a 

list of exceptions.  Complexity theory does not neglect the 

knowledge accumulated by conventional grammars, but places 

it in the context of real-life experiences and interactions 

between humans as language users.  

This usage-based approach looks at grammar as a dynamic 

adaptive network where grammatical constructs emerge 

through communicative experience of interrelating human 

agents. Thus, grammar is claimed to be “a cognitive 

organization of one’s experience with language” [30, p. 711], 

where the frequency of word usage and word associations plays 

a decisive role in forming grammar constructions. It turns out 

that frequencies and therefore probabilities of occurrence and 

co-occurrence of language constructions promote highly used 

forms turning them into conventionalized structures [8].   

Going further in this direction of thought, one may ask a 

question of how and in what particular ways frequent usage 

gives shape to grammatical constructions, what mechanisms 

operate in the process of conventional pattern emergence. In 

other words, “what is the best model of constraint 

generalization”, as Dunn [31, p. 1] puts it, claiming that 

grammatical constructions are sequences of words that comply 

with some set of lexical, syntactic, and semantic constraints. So 

how these constraints emerge, that is, why some particular 

words and not others are combined to form structures accepted 

by a language community as grammatical or correct? With an 

intent to find an answer to this question, Dunn built two 

grammar generating models: one based on frequency and the 

other based on associations. Both models were applied to a 

corpus in order to encode it in a grammar, thus obtaining two 

grammars. The generalization capacity of the grammars was 

defined as the number of bits used to encode the corpus, and 

the quality of generalization was evaluated using the Minimum 

Description Length principle [32]. The association-based 

model was the winner, since the grammar it produced used a 

smaller number of bits.  

Dunn’s work studied grammar as a whole; there have also 

been done studies of aspects or parts of grammar, focusing on 

their emergence as subsystems of the complex system of 

grammar. One of such works is [33] where the author studies 

the emergence of morphosyntactic patterns in complex words 

based on usage, proposing a theory called Construction 

Morphology, explaining that its basic idea “is that word 

formation patterns can be seen as abstract constructional 

schemas that generalize over sets of existing complex words 

with a systematic correlation between form and meaning” [33, 

p. 198]. An example of a constructional schema is derivation of 

nouns from verbs: eat – eater, sing – singer, walk – walker. All 

these deverbal nouns are formed according to the common 

pattern or constructional schema, which can be formalized in a 

simplified manner as verb + er = the verb’s agent. Analyzing 

many other examples as well as grounding on psycho- and 

neuro-linguistic evidence, Booij argues that schemas explain 

the relation between form and meaning of existing complex 

words and phrases on the one hand and on the other hand serve 

as a blueprint for creating novel words.  

There are a lot of other research questions related to grammar 

as a complex system, to various facets of grammar and their 

functions, to acquiring grammar, and Ibbotson et al. [34] are 

interested in finding an answer to one of such questions: how 

does the complex system of syntax emerge through interactions 

and dependencies between many simpler units such as words, 

when used in utterances by small children feedbacked by their 

caregivers? The authors aim at evaluating how distributional 

properties of words make their impact on emerging 

grammatical categories and their relations. Their model is a 

dynamic, evolving over time network, where weights are 

assigned to links and which grows incrementally in complexity, 

thus simulating cognitive processes in human brain. To develop 

and study the model, the authors took advantage of analytic 

tools, proposed for doing research on complex adaptive 

systems in general, especially of those tools developed for 

community detection in networks. A network community is 

defined as a set of network units or agents whose connections 

among themselves are stronger than their connections with the 

other units in the system. Ibbotson et al. [34] detected network 

communities by link density measures and further studied with 

respect to their grammatical structure. In the experiments, a 

corpus of child directed speech was used. When the caregivers 

pronounced a word for the first time, it was added as a node to 

the network, when two words were used together as a bigram 

in an utterance, they were linked by an edge. If such words were 

pronounced together more than one time, the weight on their 

link grew in proportion of usage frequency. Fig. 8 [34] shows 

how the network grows using as input the utterances John liked 

Mary, John liked Bob. 

After inputting the corpus, Ibbotson et al. [34] identified 

network communities and discovered that they corresponded to 

some specific grammatical patterns, thus explaining how 

grammatical constructions can be learnt as self-organizing 

structures evolving through usage by language speakers. This 

discovery showed how emergence of grammatical structures is 

tightly related to real-world contexts, such fact contrasts with 

the conventional rigid system of highly abstracted rules.   
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Fig. 8.  The dynamic construction of network from speech ‘John liked Mary. 

John liked Bob.’ 

Another promising research line leading to a more realistic 

account of grammar than the conventional view is the theory of 

interactional linguistics. Its detailed review can be found in 

[35], here we will comment on it briefly. Interactional 

linguistics suggests to analyze grammar within a 

conversational setting, monitoring how grammatical 

constructions are used by speakers during their intercourse. The 

researchers, who adopted this approach, look for the ways 

grammar is shaped by human conversation and vice versa: how 

conversation is shaped by grammar. Therefore, grammar is 

examined within its real-world context; researchers observe the 

emergence and self-organization of linguistic structures and 

conversational traits when participants aim at understanding 

messages of each other. Moreover, during spoken discourse, 

language users may employ non-linguistic communication 

mechanisms such as sighs, sniffs, clicks, whistles, and the like, 

termed as liminal signs in [36]. In this research, the author 

stresses that the “language sciences need approaches that can 

deal just as well with the fluid, hybrid, and liminal aspects of 

language in interaction as they can deal with its better studied 

systematic, structural, and compositional aspects” [36, p. 194]. 

One more point of view on how grammar emerges is 

formulated by cognitive linguistics. This approach gives 

attention to a particular element of the context where language 

develops and operates, namely, general cognitive human 

abilities such as vision, attention, thinking, and reasoning, 

including categorization, analogy and entrenchment [37]. 

Cognitive linguistics is a challenge to generative (rule-based) 

grammarians who claim that a person is born with specific 

linguistic capacities, stipulations, and types, and their 

functioning results in grammatical competence.  According to 

the cognitive approach, such competence emerges and 

develops through speakers’ language experience by exercising 

general cognitive abilities mentioned above. During 

communicative practice of speakers, grammatical 

constructions come up through generalization of phrases that 

share structure and semantics. An example of such 

generalization in usage is given in [37] alongside with many 

other examples: the interrogative frame What AUX NP V? can 

be abstracted from the concrete questions used in child speech 

What’s Mommy doing? What’s donkey doing? What’s Mommy 

making?  

As we attempted to show in this section, there have been 

many fruitful trends in studying grammar as a complex 

dynamic system, functioning and developing within a wide 

context. In comparison with the traditional view on grammar, 

usage-based grammar and a complex view on grammar have 

been quite recent areas of research, where we can wait for many 

more works to appear.  

D. Lexicon 

Now speaking about grammar in Section 3.3. and lexicon in 

the present section may produce an impression that these 

aspects of language are separate but related strata, lexicon items 

being fillers in grammatical construction slots. In fact, much 

work has been done in this fashion. However, in real-world 

language interactions, grammar and lexicon function together 

in a tight coordination, so a better description of lexicon can be 

achieved when it is studied together with grammar. Indeed, the 

complex view on language suggests that all language elements 

as subsystems can be understood better within the whole 

complex system of language, which also include speakers as 

agents and all modalities of constantly changing contexts and 

environment. It means that the complex system approach can 

not only describe the existent lexicon in a more realistic way, 

but also account for its development and emergence of new 

words. Therefore, although this section is dedicated to lexicon, 

it will be considered in its relation with grammar and its usage 

by speakers.  

One of many questions arising from such usage-based view 

on lexicon is how speakers choose words in each specific 

communicational context, or why a particular word is preferred 

to other words with similar meaning under certain 

circumstances.  

Answering the above question, applied as a case study to 

four common Spanish verbs with the semantics of ‘becoming’, 

Bybee and Eddington [38] analyzed their 423 usage instances 

in spoken and written corpora representative enough of 

speakers’ language experience. The verbs were ponerse ‘to put 

(reflexive)’, volverse ‘to turn (reflexive)’, quedarse ‘to remain 

(reflexive)’, and hacerse ‘to make (reflexive)’. The typical 

frame in which these verbs were found is <an animate 

subject + verb + adjective>, for example, El vecino se puso 

nervioso (‘The neighbor became nervous’). So, the question 

concerning the speaker’s lexical choice would be the following: 

how does the speaker choose a particular verb out of these four 

verbs given their synonymy? How does she make the decision 

to use, for example, hacerse in some context, but not any of the 

other three verbs? Searching for a solution to this issue, Bybee 

and Eddington [38] fulfilled a comparative analysis based on 

verb frequencies and semantic similarity, discovering a number 

of interesting selection patterns, which can be consulted in their 

article as the space limits do not permit us to contemplate them 

here.  
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Bybee and Eddington were not the first scientists to ask 

questions with regard to selectional decisions, there had been 

other research on this topic, mainly based on finding 

boundaries for each verb usage depending on semantic 

features. However, such boundaries resulted to be fuzzy, there 

is overlap among verb usage cases, moreover, it is hard to 

define semantic features formally and precisely.  

A contribution of Bybee and Eddington [38] is their finding 

that verb choice does not depend on semantic features, but 

rather on the analogy to speaker’s previous linguistic 

experience with verbal constructions. The authors formalized 

such choice by constructing a usage-based exemplar model. An 

exemplar is defined as a mental representation of an actual 

word or phrase usage; it differs from a prototype, which is a set 

of semantic features common in all realizations of the word or 

phrase. In [38], exemplars were retrieved by grouping 

semantically similar adjectives in all patterns <an animate 

subject + verb + adjective> found in corpora. In this manner, 

adjectives and, respectfully, verbs were categorized as clusters 

with adjectives of highest frequency as central members. As an 

example, Fig. 9 depicts clusters centered on quedarse triste 

‘become sad’ and ponerse serio/triste ‘become serious/sad’. 

These expressions are synonymous, so it is interesting to 

observe similarities and differences in adjectives used with the 

two verbs. All clusters found in the experiments formed a 

complex network representation of the section of Spanish 

lexicon that includes the four verbs mentioned previously.  

Another important aspect of a complex system is its context. 

Jones et al. [39] studied the impact of diverse and distinctive 

contexts on mental lexicon organization posing the question: 

how do speakers arrive at similar organization of their mental 

lexicon which allows them to communicate and understand 

each other while having different individual linguistic 

experience? To answer this question, the authors used data on 

word recognition, semantic and episodic memory as general 

cognitive ability, and information retrieval for their analysis. It 

was found that not only word frequency is important in forming 

mental lexicon, but also the number of diverse contexts the 

word is encountered in. Words are learnt more rapidly and 

better if they are experienced by a learner as a constituent of 

other words or phrases, in a wide spectrum of combinations 

with other lexical items and in texts belonging to different 

domains. Such findings are important not only for enhancing 

language learning, development, and education, but also for 

developing more robust and precise mathematical and 

computational models and tools for more accurate text 

understanding and generation.   

Speaking of lexicon, our language competence includes not 

only knowledge of individual words but also multiword 

expressions, various word combinations, and utterances. With 

such respect, Lieven et al. [40] studied how two-year-old 

children learn new multiword utterances relating them to 

known utterances. The research technique employed was the 

traceback method, in which a corpus of recorded utterances 

produced by four two-year-old children, two female and two 

male, was used and observations were made on the degree of 

relation between an utterance and previously produced 

utterances, which included it as a whole or as some segment of 

it. The analysis of observations revealed that what children said 

at the moment was closely related with the preceding speech. 

This discovery is in a complete accord with other research 

within usage-based approach; it was also confirmed that what 

children learn are multiword combinations, not just single 

words. Concerning grammatical schemas, the authors found 

that the slot for referents was most easily acquired by children 

when they compared it to other slots such as location, process, 

attribute, utterance or direction. This relation between speech 

and previously produced utterances showed that through such 

relations children develop schemas and their slots, starting with 

referring expressions and then, with further language 

experience, they develop more abstract slots in 

conventionalized constructions.  

Usage-based approach to lexicon, which is the focus of this 

section, has been confirmed by many researchers, among them 

are Bruns et al. [41], who applied usage-based approach to 

familiar collocations (I don’t know, it’s alright, etc.) in non-

fluent aphasia. The authors studied the frequency of producing 

such collocations by speakers with Broca’s aphasia and their 

conversation partners in both dyadic and non-dyadic speech. 

Also, as a case study, the authors examined how one particular 

collocation I don’t know was used in conversations. Their study 

showed that speakers with aphasia used much fewer word 

combinations then their conversational partners. However, the 

words within collocations were more strongly associated in the 

aphasic speech. Such stronger association confirm the usage-

based view on language processing.  

 

Fig. 9.  Clusters centered on quedarse triste ‘become sad’ (left) and on ponerse serio/triste ‘become serious/sad’ (right). 
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Finally, the usage-based approach has been shown 

productive in studying artificial languages, for instance, sign 

language. Lepic [42] investigated how general-domain 

cognitive processes of chunking, entrenchment, and 

routinization were involved in lexicalization in American sign 

language. Particularly, the author studied multiword 

expressions, fingerspelled words, and morphologically 

complex signs. Analyzing sign language speech according to 

the usage-based position, the author demonstrated that 

conventionalized, or lexicalized, fixed multiword expressions, 

e.g. interpreter bring-on and take-to hospital, come from the 

ability to recognize and generalize relations between form and 

meaning while speakers exercise such ability in their individual 

experiences with language. Looking at fingerspelled words, 

e.g., power and pen, the author observed gradual and 

continuous processes of entrenchment and reduction, as these 

words were repeated in the same communication context. 

Concerning morphologically complex signs, e.g. rent and hash-

things-out, Lepic found that they obtain their typical meaning 

by means of their contexts of use. In such contexts, complex 

signs gradually become related to additional senses by means 

of metonymy, diverging significantly from the original 

meaning of complex signs components.  

The complex approach to lexicon, which claims that lexical 

constructions emerge through linguistic experience of 

speakers, has been successful in many other scientific works. 

Gradually, this approach has been forming a solid framework 

for analyzing lexicon, proposing effective formal language 

models, explaining development and function of lexical items. 

Such models further improve language analysis and processing, 

aiding in many aspects of human activities.    

E. First Language Acquisition and Development 

Another interesting but hard question to answer is how 

language is acquired, how it is transmitted from adult to infant, 

and how a child internalizes language as a global system, 

making its own individually distinctive version of this system.  

In the course of time, there have been made several attempts 

to create theories explaining how a child develops her unique 

fashion of language.  One of such theories is nativism, 

suggesting that the potential to acquire language is innate in the 

human nature and the ability to develop diverse language 

structures is genetically predetermined. The most prominent 

nativism advocate is Noam Chomsky [43]. In his opinion, 

specific neurophysiological attributes of human brain could be 

the only rationale accounting for the child amazing capacity of 

mastering such a sophisticated aggregate as language.  

As opposed to nativism, behaviorism argued that linguistic 

forms like other stimuli are learnt through practice and 

repetition. This view was proposed by Skinner [44] and 

strongly criticized by Chomsky who claimed that the 

behaviorist approach cannot explain how the child develops 

adequate usage of irregular wordforms. The matter is that the 

process of acquiring such forms usage is not easily modeled 

with repetitive behavioral patterns: the child first utters these 

words correctly, however, in a while she starts to makes errors 

often giving no attention to adult corrections, eventually, this 

period terminates and the child attains to the proper usage.   

Similar to behaviorism, empiricism (see, for instance, the 

classical work in [45]) criticizes nativism claiming that to 

acquire language, the child does not use genetically 

conditioned language-specific potential permitting to develop 

complex language forms, but instead, biologically inherited 

general cognitive abilities as in assimilating any kind of 

knowledge during the child’s early lifetime. Researchers within 

this trend, ground their arguments in latest finding of 

neuroscience concerning the way children process information 

in different periods of their life [46].  

Different from the previously mentioned theories, the 

emergentist approach to language acquisition [47] suggests that 

all factors—genetic, behavioral, and environmental—interplay 

in the learning process, leading to the continuous emergence 

and improvement of language proficiency in the child. 

Emergentism, allying with the complexity perspective, argues 

that language mastery results from local interactions between 

many factors and aspects embedded in the child-caregiver-real 

world complex system.   

As a complex adaptive and dynamic system, language 

involves form, user, and usage [8]. Their relationships are 

difficult to study: it is practically impossible to make long-term 

observations of a child and her environment to investigate how 

she grows in language competence. Besides, learning takes its 

particular course in every child, so we have to observe 

continuously a representative sample of the children population 

which is also impracticable. These restrictions make 

computational models and simulation a valuable research tool 

on this complicated issue.  

McCauley and Christiansen [48] suggested that language 

learning in fact is language use; they developed a 

computational model based on this assumption in a cross-

linguistic ambient. Other underlying principles of the model 

design were incremental acquisition, memory constraints, and 

the child’s ability to comprehend and produce language via 

discerning multiword units (chunks) rather than individual 

words, thus acquiring patterns of language structure. 

Incremental acquisition was modeled as a probabilistic word-

by-word analysis in the phase of comprehension of adult 

speech directed to the child, and as chunk-by-chunk generation 

in the phase of language production based on immediate input 

rather on stored knowledge, thus modeling memory 

constraints, i.e., the word probabilities were computed over 

adjacent chunks. Multiword unit discovery was simulated by 

means of part-of-speech tagging and shallow parsing. 

Simulating child language acquisition, the model was learning 

language structure and producing utterances which were then 

compared to real children’s real utterances in the corpus of 

English speech from CHILDES database [49] reaching the 

mean F-score of 74.5, thus successfully demonstrating the 

child’s early linguistic comportment.  
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Another side of language acquisition complexity was 

exposed by Ororbia et al. [50] who argued that early language 

learning takes place in multi-modal environment. The 

argument was underpinned by two experiments: first, learning 

was modeled by a neural network and, second, by the same 

network in conjunction with visual context. The model in the 

second experiment yielded better results than that in the first 

one, demonstrating that augmenting the predictive neural 

language model with images illustrating the sentences being 

learnt improved the model’s predictive capacity. This result is 

supportive of the situated cognition theory [51], [52] whose 

claim is that language development goes in hand with learner’s 

interaction with physical reality. Also, the results in [50] 

emphasized the significance of non-symbolic semantic 

representation combined with linguistic structures for language 

acquisition on the one hand, and on the other hand, served as 

an evidence of one of the principles of complex systems: the 

environment or context is to be taken into account as a part of 

the language system and not as its surroundings only, therefore, 

language cannot be abstracted from context without any loss of 

information.   

In research community, there has been interest not only in 

modeling acquisition of the complex system of language as a 

whole, so to say, from the bird’s eye view, but also in modeling 

the acquisition of language segments and subsystems. If we 

“take a loop” and give a closer look at language, we would 

observe further striking complexity in any language element we 

approach. One of such elements of the language development 

model is acquisition of verb inflections to express person, 

number, or gender. The computational model of verbal 

conjugation acquisition developed by Engelmann et al. [53] 

and applied to Finnish and Polish was built to test if rote storage 

and phonological analogy, two principles grounded in 

children’s real-life linguistic activity, were sufficient for 

achieving verbal inflection mastery in contrast to traditional 

grammar rules. This assumption was verified in the 

experiments where the system reached almost adult-level 

expertise of six person/number forms in the verbal paradigm, 

chosen for the tests. The authors concluded that rote storage 

and phonological analogy were responsible not only for 

successful verbal form acquisition, but for attaining the 

knowledge of inflectional morphology in its totality and even 

for learning the whole body of language.  

There are other works on complex modeling of morphology 

acquisition, different from [53]. However, the space for this 

article does not allow us to speak of them in detail, we will only 

make a brief mention of [54], where the researchers suggested 

that an end-to-end machine learning model based on a semantic 

vector space, linear transformation, and proportional analogy is 

potent enough for efficient lexicon management without the 

need of morphological analysis of words into phonemes and 

morphemes. In their experiments, the authors found that 

incremental implicit learning formalized by the proposed 

model, built as a two-layer linear network, explains quite well 

the fundamental aspects of understanding and producing 

words.  

With the above survey of some recent papers on first 

language acquisition within the complex system modeling 

approach, we conclude our consideration of language as a 

complex system. We hope that all research works we reviewed 

in this article expose a high potential that the complex view on 

language, so different from traditional linguistic descriptions, 

has in exploring this multi-faceted and multi-dimensional 

phenomenon which is natural language.  

IV. CONCLUSION 

Human language possesses many features in common with 

complex systems: self-organization, emergence, dynamic and 

adaptive nature, fuzziness. This fact opens a new horizon in 

studying language since it can be viewed and investigated as a 

complex adaptive system. Traditional linguistics—also 

including methods in computational linguistics and natural 

language processing which develop models along the lines of 

the traditional approach—tries to avoid complexity by 

segmenting language into various layers (phonetics, 

phonology, lexicon, morphology, syntax, etc.) and studying or 

modeling them separately. In contrast, the complex view on 

language suggests to study language as a system of multiple 

agents-speakers involved in language interactions and 

relationships, where language structures emerge and develop. 

Research papers reviewed in this article present many 

significant discoveries in language studies made by using 

computational models and simulations within the complex 

system framework. We are convinced that in future we will 

witness many more contributions produced by the complex 

system approach to language.   
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Forecasting Models 
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Abstract—Business intelligence is impossible without practical 

tools for assessing the quality of forecasts and comparing forecast 

models. A naive approach to comparing models by comparing 

predicted values with observable ones ignores the probabilistic 

nature of errors. Many models with varying degrees of accuracy 

are statistically equivalent. Hence, before ranking the models for 

accuracy, it is necessary to test the statistical hypothesis about 

the homogeneity of the distributions of their errors. In the 

presence of several models, the problems of their pairwise and 

group comparison arise. This chapter provides an overview of 

the non-parametric tests used in business analysis for pairwise 

and group comparisons and describes a new non-parametric 

statistical test that is highly reliable, sensitive, and specific. This 

test is based on assessing the deviation of the observed relative 

frequency of an event from its a priori known probability. The 

prior probability is given by Hill’s assumption, and the 

confidence intervals for the binomial success rate in the Bernoulli 

scheme are used to estimate its difference from the observed 

relative frequency. The paper presents the results of computer 

modeling and comparison of the proposed test with the 

alternative Kruskal-Wallis test and the Friedman test on 

artificial and real examples. 

Index Terms—Business process modeling, error analysis, 

modeling and prediction, non-parametric statistics. 

1. INTRODUCTION 

USINESS intelligence combines technologies and meth-

ods for the collection, analysis, and prediction of busi-

ness information. It may be represented as a hierarchical 

scheme consisting of four layers. 

At the foundation layer, business data are collected and an-

alyzed by descriptive data analytics methods. Here we answer 

the question: "What happened?ˮ The examples of these data 

are the signals from the sensors or exchange rate. Analysis of 

these data allows detecting the symptoms of failure of devices 

and identifying change-point of time series describing ex-

change rate. 

At the second level, we analyze diagnostic information to 

answer the question: "Why did it happen?ˮ This problem is 

harder than the first-level problem because it requests to de-

tect and recognize patterns. Using statistical methods, we 

establish intrinsic relations between data and discover reasons 

for events. For example, we may find the correlation between 

events and exchange rate changes. 

At the third level, we try to answer the question: “What 

will happen?ˮ Using data obtained at the first two levels and 

methods of predictive analytics, we forecast events that may 

occur in the future to determine what consequences can fol-

low. The fundamental complexity of forecasting requires the 

use of very complex tools of mathematical statistics, machine 

learning, data mining, and simulation. For example, predictive 

analytics can be used for forecasting the future stock price in 

the stock market or determine the optimal time for repairs to 

prevent breakdowns of process equipment. 

At the fourth level using methods of prescriptive analytics, 

we answer the question: "What to do?ˮ for making the optimal 

decision. This level demands very complex mathematical 

methods of optimization. For example, we can find an optimal 

moment for buying or selling stocks or the beginning of a 

repair.  

The subject of this chapter is the non-parametric approach 

to the estimation of predictive models. Predictive analytics 

opens up broad perspectives in commercial, financial, and 

industrial applications. For example, it allows you to optimize 

recommendation systems in online stores, as well as segment 

your customer base to improve the effectiveness of direct 

marketing and targeted advertising. In banking and insurance, 

predictive analytics has become a necessary tool in assessing 

an applicant's creditworthiness and detecting fraud. In the 

financial sector, predictive analytics can improve investment 

performance and optimize risk management. 

In industrial applications, predictive analytics allows solv-

ing the problems of forecasting product quality, optimization 

of repair schedules, recognition of abnormal symptoms, and 

many other tasks. Sophisticated high-tech enterprises use 

automatic control of operational processes. To optimize this 

control, it is necessary to organize an automated collection 

and analysis of indicators in order to predict resource con-

sumption and product output. By continuously analyzing large 

volumes of production data, you can prevent line failures and 

shutdowns, minimize costs and maximize product quality. 

The variety of numerical data found in all these calcula-

tions does not allow making educated assumptions about the 

form of their distribution; therefore, the most suitable methods 

for analysis in these areas are non-parametric methods, which 

do not imply a certain form of data distribution. These meth-

ods include non-parametric hypothesis testing methods. 
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The purpose of this chapter is to survey non-parametric 

methods for two- and k-sample used in predictive analytics 

and propose a new approach to test homogeneity of two- and 

k-samples for estimation forecasting model effectiveness. 

The paper is organized in the following way. Section 1 de-

scribes the purpose of the chapter. Section 2 describes widely 

used non-parametric tests for homogeneity. Subsection 2.1 

contains a short survey of two-sample tests, as subsection 2.2 

is devoted to k-sample tests. Section 3 describes the applica-

tion of non-parametric tests in business intelligence. Section 4 

describes the Klyushin–Petunin non-parametric test for two-

sample homogeneity without ties. The two-sample case with-

out ties is considered in Subsection 4.1, and the version with 

ties is described in Subsection 4.2. The extension of the 

above-mentioned tests on the k-sample case is considered in 

Subsection 4.3. Section 5 describes the results of numerical 

experiments. Section 6 contains conclusions and directions for 

future work. 

2. NON-PARAMETRIC HOMOGENEITY TESTS 

Non-parametric homogeneity tests for two and k-samples 

were studied in many scientific papers. 

2.1 Two-Sample Tests 

Let samples  1 2, ,..., nx x x x  and  1 2, ,..., my y y y  be drawn 

from populations 
1G  and 

2G  which follow absolutely contin-

uous distribution functions 
1F  and 

2.F  The null hypothesis 

0H  states that samples are homogeneous, i.e., follow the same 

distribution function, 
1 2,F F  and the alternative hypothesis 

1H  states the opposite (
1 2F F ). The tests for homogeneity of 

two samples are subdivided into permutation tests, rank tests, 

randomization tests, and distance tests. Also, these tests form 

the group of universal tests that are valid against any pair of 

alternatives (e.g., the Kolmogorov–Smirnov test [1], the Kui-

per test [2]), and tests that are valid against pairs of different 

alternatives of a particular class (Dickson [3], Wald and Wol-

fowitz [4], Mathisen [5], Wilcoxon [6] Mann–Whitney [6], 

Wilks [8], etc.). Also, the tests may be classified as pure non-

parametric and conditionally non-parametric ones. The pure 

non-parametric tests do not depend on the assumptions of the 

distribution function (e.g., all the tests mentioned above). The 

conditionally nonparametric tests put some assumptions of 

distributions (Pitman [9], Lehmann [10], Rosenblatt [11], 

Dwass [12], Fisz [13], Barnard [14], Birnbaum [15], Jockel 

[16], Allen [17], Efron and Tibshirani [18], Dufour and Farhat 

[19]). 

2.2  k-Sample Tests 

Let samples         1 2, ,...,
k k k k

n kx x x x G 
 
be drawn from pop-

ulations , 1,kG k K  following distributions .kF  The null hy-

pothesis 
0H  states that samples are homogeneous, i.e. 

1 2 ... KF F F   , and the alternative hypothesis 
1H  states the 

opposite, i.e., there are such i and j that i jF F , ,i j  

i, j =1,…, K.  

k-sample tests based on the distance between empirical dis-

tributions functions include the Kolmogorov–Smirnov test 

[1], [2], the Cramer–Von-Mises tests [20], the Anderson–

Darling test [21], etc. These tests use different distances be-

tween empirical functions, e.g. 
1L  (the Manhattan distance), 

2L  (the root-mean-square deviation), and L
 (the Chebyshev 

distance). The sensitivity of these tests depends on the sample 

size; the larger, the better. Obviously, this condition can rarely 

be satisfied in real applications. 

k-sample tests based on the likelihood ratio are differentiat-

ed depending on a function used in the ratio: empirical distri-

butions functions (Zhang test [22], dynamic slicing [23], en-

ergy distance [24], etc.), empirical characteristics functions 

(Sźekely and Rizzo [25], [26], Fernández et al. [27], Hušková 

and Meintanis [28], etc.), and kernel density estimations 

(Uña-Alvarez et al. [29], [30]). 

Despite the strengths of these tests, their power and con-

sistency depend on some parameters and assumptions that 

sometimes are hard to satisfy in practice. Also, to compute 

critical values of these tests, it is often necessary to make 

permutations that increase a computational burden [31]. 

Non-parametric rank-based tests are more powerful alter-

natives to the above-mentioned ones. They do not require an 

assumption on the distribution function (e.g., normality) to 

determine the p-value of the test, can be very powerful in the 

cases when other tests would fail and are robust to outliers 

[32]. That is why we shall use as benchmarks the Kruskal-

Wallis test and The Friedman test [33–37] implemented in all 

popular statistical computing packages.  

3.   NON-PARAMETRIC USED IN FORECASTING MODELS 

ESTIMATION 

Analyzing time series, the analyst has a wide range of pre-

dictive model options. The choice of the best model depends 

on many factors, primarily on its accuracy. Meanwhile, the 

accuracy of the model is a random variable that has a certain 

distribution. Two models having different accuracy can be 

compared with each other only by testing the statistical hy-

pothesis that the error of one of them is stochastically less 

than the error of the other. If the distributions of errors are 

identical, then the models should be considered equivalent, 

despite the fact that they have different indicators of accuracy. 

Usually, the standard error (MSE), the mean absolute percent-

age error (MAPE) and the mean absolute deviation (MAD) 

are used for estimating the accuracy of forecasting models. 

Thus, analyzing the quality of forecasting models, we must 

test a hypothesis that samples of forecast errors are homoge-

neous as a rule model errors are supposed to be stationary and 

unbiased.  
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The testing equality of forecasting model accuracy is clear-

ly described in [38]. Let , 1,...,jM j m  be forecasting models 

producing predictions ( )j

ix  of data sequence , 1,...,ix i n  and 

 
, 1,..., ; 1,...,

j

i i n j m   be errors of the model jM  following 

distribution 
iF . Consider a loss function  j

ig   describing 

model accuracy, e.g., standard deviation. The hypothesis 

about similar accuracy of models 
kM  and 

lM  is equivalent to 

the hypothesis that the mathematical expectation of 

     , ( ) ( )k l k l

i i id g g    is zero. Thus,        .k l

i iE g E g   If 

a loss function is the standard deviation ( ) ( )k l

i i  , the problem 

is reduced to testing the hypothesis    ( ) ( ) .k l

i iE E   Usually, 

testing equality of forecasting models accuracy is reduced to 

the testing of this hypothesis [38]. However, the hypothesis 

that accuracy measures follow the same distribution is more 

general. Thus, to test homogeneity, it is necessary to test the 

null hypothesis not only in partial case    ( ) ( )k l

i iE E   but in 

the general case .k lF F   

4. KLYUSHIN–PETUNIN TEST FOR HOMOGENEITY  

The Klyushin–Petunin test has two versions: for samples 

without ties and for samples containing ties. 

4.1  Two-sample case without ties 

Let samples  1 2, ,..., nx x x x  and  1 2, ,..., my y y y  be drawn 

from populations 
1G  and 

2G  which follows absolutely con-

tinuous distribution functions 
1F  and 

2.F According to Hill's 

assumption ( )nA  [39], if random values 
1 2, ,..., nx x x  are ex-

changeable and belong to absolutely continuous distribution, 

then  

     1 , ,
1

n iji j

j i
P x x x p

n



  


,j i

               
 (1) 

where 
1nx 
 is a random value following the same distribution 

as 
1 2, ,..., nx x x , and  i

x  is the i-th value of the ordered sample. 

On the ground of this fact, non-parametric tests for homoge-

neity of samples without ties [40] and with ties [41] were 

developed. 

Let  k

ijA  be an event when the elements of y  are greater 

than  i
x   and less than  j

x , and ijh  is its relative frequency. 

Knowing the a priori probability (1) and the observed relative 

frequency ijh
 , 

we can estimate how much ijh  deviates from 

ijp  using Wilson confidence intervals for binomial propor-

tions: 
2 2

(1)

2

2 2

(2)

2

2 (1 ) 4
,

2 (1 ) 4
.

ij ij ij

ij

ij ij ij

ij

h m z z h h m z
p

m z

h m z z h h m z
p

m z

   




   




             (2) 

Then, we compute the lower and upper bounds of the con-

fidence interval       , 1 2
,

n m

ij ij ijI p p  with the parameter z depend-

ing on the desired significance level. If z is equal to 3, then the 

significance level of  ,n m

ijI  is less than 0.05 [40]. In this case, 

(2) is a so-called 3s-rule interval. This rule is based on the 

Petunin-Vysochanskii inequality [42, 43], stating that if X be a 

random variable with unimodal distribution, mean μ and fi-

nite, non-zero variance σ2, than   2

4

9
P X    


 for any 

8
.

3
   Replacing the mean  and the variance  by the sam-

ple mean x  and the standard deviation s and setting  equal to 

3, we obtain the 3s-rule:  
4

3 0.494 0.05.
81

P X x s      

Denote  1 2N n n   and  ,
#

1

n m

ij ij

j i
L p I

n

 
   

 
. Then, 

h L N  is a homogeneity measure of samples x and y, which 

we shall call p-statistics, and a Wilson confidence interval (2) 

where we set h instead of ijh  and N instead of m is the confi-

dence interval for the probability  ,
.

1

n m

ij

j i
p I

n

 
 

 
 

The scheme of events  k

ijA  when the null hypothesis is true 

is called a generalized Bernoulli scheme [44], [45]. If the null 

hypothesis is false, this scheme is called a modified Bernoulli 

scheme. In the general case, when the null hypothesis can be 

either true or false, this scheme is called Matveichuk–Petunin 

scheme [46]. Thus, the test for the null hypothesis 
1 2F F  

with a significance level, which is less than 0.05, maybe for-

mulated in the following way: construct the Wilson confi-

dence interval  1 2,nI p p  for p-statistics; if 
nI  contains 0.95, 

the null hypothesis is accepted, else the null hypothesis is 

rejected. 

4.2 Two-Sample Case with Ties 

In practice, due to imprecise measurement, samples often 

contain ties, i.e., repeated elements. A sample x  containing 

absolutely precise elements we shall call hypothetical. The 

sample  1 2, , ..., nx x x x  containing approximations of the 

hypothetical elements of the hypothetical x  we shall call 

empirical. Population G  we shall call an empirical population 

corresponding to the hypothetical population G . Let 

(1) (2) ( )... nx x x    and (1) (2) ( )... nx x x    be variational series 

constructed by hypothetical and empirical samples.  

For a sample value x  that is drawn from G  independently 

from x  the Hill assumption holds [39]: 

 ( ) ( 1)

1
,

1
k kp x x x

n




  

,                          (3) 

where 0,1, ...,k n , (0) ,x    and ( 1)nx    . Hence, 
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   ( ) ( )

1 1

,

... ,
1

ij ij i j

i i j

p p A p x x x

j i

n



 

   


    


  

                 (4) 

where 
 ( ) 1

,
1

k

k

t x

n





  ( )  lt x  is the number of repetitions of 

( )lx , 

 ( ) ( ),ij i jA x x x      . If   1 2, , ..., nx x x x
 
does not contain ties, 

then (4) transforms to (1).  

Let the null hypothesis states that hypothetical continuous 

distribution functions 
1F  and 

2F  of hypothetical populations 

1G  and 
2G  are identical. Consider empirical samples 

 1 1,..., nx x x G   and  1 2,..., my y y G  , where 1G   and 2G   

are the empirical populations corresponding to hypothetical 

populations 
1G  and 

2G . Suppose that 
1 2F F  and denote 

  ( )

( ) ( ),k

ij k i jA x x x  , where ( )ix  is the i-th value of the or-

dered sample. If 
1 2F F , then the probability of ( )k

ijA  is equal 

to (4). Construct the Wilson confidence interval (2) 

 ( , ) (1) (2),n m

ij ij ijI p p for the unknown probability of ( )k

ijA  using its 

observed relative frequency. The number of all confidence 

intervals  ( , ) (1) (2),n m

ij ij ijI p p  is equal to ( 1) 2N n n  . Put 

 
1 1

1
# ... .

1

n

i i j ij

j i
h I

N n
 

 
      

 
    Compute a confidence 

interval  ( , ) (1) (2),n mI p p  for the probability 

 ,

1 1...
1

n m

i i j ij

j i
p I

n
 

 
     

 
    using (2) as described in 

Section 4.2. The statistics h  is called the empirical p-

statistics. It estimates the homogeneity of empirical samples 

x  and y , Wilson confidence interval (2), where we set h 

instead of ijh  and N instead of m is the confidence interval for 

the probability  ,

1 1... .
1

n m

i i j ij

j i
p I

n
 

 
     

 
    

4.3 k-sample case 

The two-sample Klyushin–Petunin test may be expanded 

on the k-sample case using the scheme one-vs-rest. Suppose 

that all k samples follow the same distribution. Then, if we 

select a sample and join other samples into one sample, we 

shall reduce the k-sample case to the two-sample case. Joining 

the samples following the same distribution, we obtain a sam-

ple following this distribution. Thus, if the p-statistics be-

tween selected and joined samples is greater than 0.95, the 

null hypothesis about identical distributions is accepted; oth-

erwise, the k samples are heterogeneous. 

5. NUMERICAL EXPERIMENTS  

The strengths of the proposed approach are justified by 

numerical experiments comparing the p-statistics with the 

Kruskal–Wallis test and the Friedman test. We test the loca-

tion shift hypothesis (samples have different means and the 

same variances) and the scale shift hypothesis (sample have 

the same means and different variances) using samples, which 

do not contain ties and samples with a single tie. For experi-

ments, we selected samples from the Gaussian distributions 

N(, ) with different overlapping, where  is the mean and  

is the standard deviation. 

5.1 Location Shift Hypothesis without Ties 

To test a location shift hypothesis we 100 times generated 

by C++ pseudo random number generator 5 samples contain-

ing 10 real numbers that follows the distributions N(0,1), 

N(0.1, 1), N(0.2, 1),  N(0.3, 1), and  N(0.4, 1), and computed 

p-statistics by the scheme one-vs.-others. If the p-statistics 

between these samples was greater than 0.95, we concluded 

that they are homogeneous, otherwise the k samples were 

considered as heterogeneous. Average p-statistics was equal to 

0.756. The Wilson confidence interval for the p-statistics, 

constructed as indicated in Section 4.1, was (0.532, 0.894).  

Hereinafter, Var1–Var5 denotes N(0,1), N(0.1, 1), N(0.2, 1),  

N(0.3, 1), and  N(0.4, 1) in Tables 1, 3, 5, 11, 13, 15, and 

N(0,1), N(0, 2), N(0, 3),  N(0, 4), and  N(0, 5) in Tables 6, 8, 

10, 16, 18 and 20.  

TABLE 1 

UPPER BOUNDS OF THE CONFIDENCE INTERVALS OF THE PAIRWISE  

P-STATISTICS FOR DISTRIBUTIONS N(0,1), N(0.1, 1), N(0.2, 1),  N(0.3, 1), AND  

N(0.4, 1) WITHOUT TIES 

 Var1 Var2 Var3 Var4 Var5 

Var1 1.000 0.767 0.767 0.676 0.767 

Var2 – 1.000 0.907 0.801 0.907 

Var3 – – 1.000 0.864 0.921 

Var4 – – – 1.000 0.695 

Var5 – – – – 1.000 

TABLE 2 

SUMMARY OF THE KRUSKAL–WALLIS  TEST FOR DISTRIBUTIONS N(0,1), 

N(0.1, 1), N(0.2, 1),  N(0.3, 1), AND  N(0.4, 1) WITHOUT TIES 

Kruskal–Wallis statistics  (Observed value) 5.781 

Kruskal–Wallis statistics (Critical value) 9.488 

Degree of freedom 4 

p-value (one-tailed) 0.216 

Significance level 0.05 

TABLE 3 

PAIRWISE  P-VALUES OF THE KRUSKAL–WALLIS TEST  FOR DISTRIBUTIONS 

N(0,1), N(0.1, 1), N(0.2, 1),  N(0.3, 1), AND  N(0.4, 1) WITHOUT TIES 

 Var1 Var2 Var3 Var4 Var5 

Var1 1.000 0.974 0.505 1.000 1.000 

Var2 0.974 1.000 0.984 0.653 0.974 

Var3 0.505 0.984 1.000 0.110 0.505 

Var4 1.000 0.653 0.110 1.000 0.700 

Var5 0.789 1.000 0.921 0.700 1.000 

36POLIBITS, vol. 62, 2020, pp. 33–41 https://doi.org/10.17562/PB-62-4

Dmitriy A. Klyushin
IS

S
N

 2395-8618



 

 

TABLE 4 

SUMMARY OF THE FRIEDMAN TEST  FOR DISTRIBUTIONS N(0,1), N(0.1, 1), 

N(0.2, 1),  N(0.3, 1), AND  N(0.4, 1) WITHOUT TIES 

Friedman statistics (Observed value) 4.080 

Friedman statistics (Critical value) 9.488 

Number of degrees of freedom 4 

p-value (one-tailed) 0.395 

Significance level 0.05 

TABLE 5 

PAIRWISE  P-VALUES OF THE FRIEDMAN TEST  FOR DISTRIBUTIONS N(0,1), 

N(0.1, 1), N(0.2, 1),  N(0.3, 1), AND  N(0.4, 1) WITHOUT TIES 

 Var1 Var2 Var3 Var4 Var5 

Var1 1.000 1.000 0.708 0.955 1.000 

Var2 1.000 1.000 0.790 0.915 1.000 

Var3 0.708 0.790 1.000 0.279 0.708 

Var4 0.955 0.915 0.279 1.000 0.955 

Var5 1.000 1.000 0.708 0.955 1.000 

TABLE 6 

UPPER BOUNDS OF THE CONFIDENCE INTERVALS OF THE PAIRWISE  

P-STATISTICS FOR DISTRIBUTIONS N(0,1), N(0,2), N(0, 3),  N(0, 4), AND  N(0, 

5)  WITHOUT TIES 

Upper bound  Var1 Var2 Var3 Var4 Var5 

Var1 1.000 0.732 0.732 0.767 0.749 

Var2 – 1.000 0.945 0.957 0.957 

Var3 – – 1.000 0.695 0.741 

Var4 – – – 1.000 0.921 

Var5 – – – – 1.000 

The results cited in Table 1 suggest that any sample was 

not recognized as homogeneous with others. The results cited 

in Table 2 and Table 3 indicate that all the samples were rec-

ognized as homogeneous with others. Thus, we may ascertain 

that the Kruskal–Wallis fails in this case. The results cited in 

Table 4 and Table 5 show that the Friedman test fails in this 

case. 

5.2 Scale Shift Hypothesis without Ties 

To test a scale hypothesis, we 100 times generated five sam-

ples containing ten real numbers that follow the distributions 

N(0,1), N(0, 2), N(0, 3),  N(0, 4), and  N(0, 5), and computed 

p-statistics by the scheme one-vs-others. If the p-statistics 

between these samples is greater than 0.95, we concluded that 

they are homogeneous; otherwise, the k samples were consid-

ered heterogeneous. The average p-statistics was equal to 

0.822. The confidence interval was (0.603, 0.934). This inter-

val does not contain 0.95; thus, the samples in whole may be 

considered heterogeneous. The corresponding results are pro-

vided in Tables 6–10. Note that the Klyushin–Petunin test 

recognized the samples as heterogeneous in 8 cases of 10. 

Meantime, the Kruskal–Wallis and the Friedman tests failed.  

TABLE 7 

SUMMARY OF THE KRUSKAL–WALLIS  TEST FOR DISTRIBUTIONS N(0,1), N(0, 

2), N(0, 3),  N(0, 4), AND  N(0, 5) WITHOUT TIES 

Kruskal–Wallis statistics  (Observed value) 5.512 

Kruskal–Wallis statistics (Critical value) 9.488 

Number of degrees of freedom 4 

Kruskal–Wallis statistics  (Observed value) 0.239 

Kruskal–Wallis statistics (Critical value) 0.05 

TABLE 8 

PAIRWISE P-VALUES OF THE KRUSKAL–WALLIS TEST  FOR DISTRIBUTIONS 

N(0,1), N(0, 2), N(0, 3),  N(0, 4), AND  N(0, 5) WITHOUT TIES 

 Var1 Var2 Var3 Var4 Var5 

Var1 1.000 0.155 1.000 0.700 0.961 

Var2 0.155 1.000 0.213 0.984 0.996 

Var3 1.000 0.213 1.000 0.700 0.974 

Var4 0.700 0.984 0.700 1.000 1.000 

Var5 0.961 0.996 0.974 1.000 1.000 

TABLE 9 

SUMMARY OF THE FRIEDMAN TEST FOR DISTRIBUTIONS N(0,1), N(0, 2),  

N(0, 3),  N(0, 4), AND  N(0, 5) WITHOUT TIES 

Friedman statistics (Observed value) 7.600 

Friedman statistics (Critical value) 9.488 

Number of degrees of freedom  4 

p-value (one-tailed) 0.107 

Significance level 0.05 

TABLE 10 

PAIRWISE  P-VALUES OF THE FRIEDMAN TEST  FOR DISTRIBUTIONS N(0,1), 

N(0, 2), N(0, 3),  N(0, 4), AND  N(0, 5) WITHOUT TIES 

  Var1 Var2 Var3 Var4 Var5 

Var1 1.000 0.118 0.993 0.279 0.527 

Var2 0.118 1.000 0.279 0.993 0.915 

Var3 0.993 0.279 1.000 0.527 0.790 

Var4 0.279 0.993 0.527 1.000 0.993 

Var5 0.527 0.915 0.790 0.993 1.000 

5.3 Location shift Hypothesis with Ties 

To test a shift hypothesis for samples with ties, we 100 times 

generated five samples containing ten real numbers with a 

single tie that follow the distributions N(0,1), N(0.1, 1), 

N(0.2, 1),  N(0.3, 1), and  N(0.4, 1), were two sample values 

were the same, and compute p-statistics by the scheme one-

vs-others. The average p-statistics was equal to 0.533. The 

Wilson confidence interval constructed using the 3s-rule was 

(0.324, 0.731). This interval does not contain 0.95; thus, the 

sample in whole may be considered heterogeneous. 

The results cited in Table 11 suggest that only 3 cases were 

recognized as homogeneous with others. The results cited in 

Tables 12–15 indicate that all the samples were recognized as 

homogeneous. Thus, we may ascertain that the Kruskal–

Wallis test and the Friedman test fail in this case. 
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TABLE 11 

UPPER BOUNDS OF THE CONFIDENCE INTERVALS 

OF THE PAIRWISE P-STATISTICS FOR DISTRIBUTIONS 

N(0,1), N(0.1, 1), N(0.2, 1),  N(0.3, 1), AND  N(0.4, 1) 

WITH SINGLE TIE 

 Var1 Var2 Var3 Var4 Var5 

Var1 1.000 0.988 0.986 0.968 0.992 

Var2 – 1.000 0.998 0.921 0.997 

Var3 – – 1.000 0.849 0.992 

Var4 – – – 1.000 0.934 

Var5 – – – – 1.000 

TABLE 12 

SUMMARY OF THE KRUSKAL–WALLIS  TEST 

FOR DISTRIBUTIONS N(0,1), N(0.1, 1), N(0.2, 1),  N(0.3, 1), AND  N(0.4, 1) 

WITH SINGLE TIE 

Kruskal–Wallis statistics  (Observed value) 5,808 

Kruskal–Wallis statistics (Critical value) 9,488 

Degree of freedom 4 

p-value (one-tailed) 0,214 

Significance level 0,05 

TABLE 13 

PAIRWISE  P-VALUES OF THE KRUSKAL–WALLIS TEST 

FOR DISTRIBUTIONS N(0,1), N(0.1, 1), N(0.2, 1),  N(0.3, 1), AND  N(0.4, 1) 

WITH SINGLE TIE 

 Var1 Var2 Var3 Var4 Var5 

Var1 1.000 0.984 0.505 1.000 0.745 

Var2 0.984 1.000 0.984 0.652 0.998 

Var3 0.505 0.984 1.000 0.110 0.921 

Var4 1.000 0.652 0.110 1.000 0.700 

Var5 0.745 0.998 0.921 0.700 1.000 

TABLE 14 

SUMMARY OF THE FRIEDMAN TEST 

FOR DISTRIBUTIONS N(0,1), N(0.1, 1), N(0.2, 1),  N(0.3, 1), AND  N(0.4, 1) 

WITH SINGLE TIE 

Friedman statistics (Observed value) 4,080 

Friedman statistics (Critical value) 9,488 

Number of degrees of freedom  4 

p-value (one-tailed) 0,395 

Significance level 0,05 

TABLE 15 

PAIRWISE  P-VALUES OF THE FRIEDMAN TEST 

FOR DISTRIBUTIONS N(0,1), N(0.1, 1), N(0.2, 1),  N(0.3, 1), AND  N(0.4, 1) 

WITH SINGLE TIE 

  Var1 Var2 Var3 Var4 Var5 

Var1 1.000 1.000 0.708 0.955 1.000 

Var2 1.000 1.000 0.708 0.955 1.000 

Var3 0.708 0.708 1.000 0.279 0.790 

Var4 0.955 0.955 0.279 1.000 0.915 

Var5 1.000 1.000 0.790 0.915 1.000 

TABLE 16 

UPPER BOUNDS OF THE CONFIDENCE INTERVALS 

OF THE PAIRWISE P-STATICTICS FOR DISTRIBUTIONS 

N(0,1), N(0,2), N(0, 3), N(0, 4), AND  N(0, 5) 

WITH SINGLE TIE 

  Var1 Var2 Var3 Var4 Var5 

Var1 1.000 0.921 0.985 0.946 0.921 

Var2 – 1.000 0.894 0.993 0.879 

Var3 – – 1.000 0.948 0.934 

Var4 – – – 1.000 0.946 

Var5 – – – – 1.000 

TABLE 17 

SUMMARY OF THE KRUSKAL–WALLIS  TEST 

FOR DISTRIBUTIONS N(0,1), N(0, 2), N(0, 3),  N(0, 4), AND  N(0, 5) 

WITH SINGLE TIE 

Kruskal–Wallis statistics  (Observed value) 6,145 

Kruskal–Wallis statistics (Critical value) 9,488 

Degree of freedom 4 

p-value (one-tailed) 0,189 

Significance level 0,05 

TABLE 18 

PAIRWISE  P-VALUES OF THE KRUSKAL–WALLIS TEST 

FOR DISTRIBUTIONS N(0,1), N(0, 2), N(0, 3),  N(0, 4), AND  N(0, 5) WITH 

SINGLE TIE 

 Var1 Var2 Var3 Var4 Var5 

Var1 1.000 0.155 0.999 0.700 0.921 

Var2 0.155 1.000 0.182 0.974 0.999 

Var3 0.999 0.182 1.000 0.652 0.863 

Var4 0.700 0.974 0.652 1 1.000 

Var5 0.921 0.999 0.863 1.000 1.000 

TABLE 19 

SUMMARY OF THE FRIEDMAN TEST 

FOR DISTRIBUTIONS 

N(0,1), N(0, 2), N(0, 3),  N(0, 4), AND  N(0, 5) WITH SINGLE TIE 

Friedman statistics (Observed value) 8,400 

Friedman statistics (Critical value) 9,488 

Number of degrees of freedom  4 

p-value (one-tailed) 0,078 

Significance level 0,05 

TABLE 20 

PAIRWISE  P-VALUES OF THE FRIEDMAN TEST 

FOR DISTRIBUTIONS N(0,1), N(0, 2), N(0, 3),  N(0, 4), AND  N(0, 5) WITH 

SINGLE TIE 

  Var1 Var2 Var3 Var4 Var5 

Var1 1.000 0.118 0.993 0.279 0.527 

Var2 0.118 1.000 0.279 0.993 0.915 

Var3 0.993 0.279 1.000 0.527 0.790 

Var4 0.279 0.993 0.527 1.000 0.993 

Var5 0.527 0.915 0.790 0.993 1.000 
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TABLE 21  

RESULTS OF ANN AND ARIMA MODELS FOR DELL STOCK INDEX [47] 

Forecast error  Forecast error 

Time ARIMA ANN  Time ARIMA ANN 

01.03.2010 0.0302 0.0162  18.03.2010 0.0206 −0.0110 

02.03.2010 0.0095 0.0161  19.03.2010 0.0090 −0.0278 

03.03.2010 0.0007 0.0110  22.03.2010 −0.0034 −0.0198 

04.03.2010 0.0088 0.0000  23.03.2010 0.0019 0.01380 

05.03.2010 0.0252 0.0072  24.03.2010 0.0220 −0.0080 

08.03.2010 0.0086 0.0093  25.03.2010 −0.006 −0.0229 

09.03.2010 0.0183 0.0134  26.03.2010 0.0160 −0.02135 

10.03.2010 0.0325 0.0154  29.03.2010 0.0047 −0.0294 

11.03.2010 0.0021 0.0007  26.03.2010 0.0160 −0.02135 

12.03.2010 −0.0035 −0.0028  29.03.2010 0.0047 −0.0294 

15.03.2010 0.0077 −0.0098  30.03.2010 −0.003 −0.0354 

16.03.2010 −0.0133 −0.0147  31.03.2010 0.0033 −0.0386 

17.03.2010 0.0062 −0.0014     

5.4 Scale Shift Hypothesis with Ties 

To test a scale hypothesis, we 100 times generated five sam-

ples containing ten real numbers that follow the distributions 

N(0, 1), N(0, 2), N(0, 3),  N(0, 4), and  N(0, 5) and contain a 

single tie, and then compute p-statistics by the scheme one-vs-

others. If the p-statistics between these samples was greater 

than 0.95, we concluded that they are homogeneous; other-

wise, the k samples were considered as not homogeneous. The 

average p-statistics was equal to 0.777. The confidence inter-

val constructed using 3s-rule is (0.555, 0.907). The interval 

does not contain 0.95; thus, the samples in whole may be 

considered as heterogeneous. The results provided in Table 

16–20 show that the Kruskal–Wallis and Friedman tests 

failed.  

5.3 Two-Sample Tests for Dell Stock Index 

Let us apply the proposed test to data from [47] (Table 21). 

The authors of this paper investigated the accuracy of the 

ARIMA predictive model and artificial neural networks ANN 

using the Dell stock index collected over 23 days from the 

New York Stock Exchange during the period from August 17 

(1988) to February 25 (2011) and containing 5680 observa-

tions. Here ARIMA(p,d,q) denotes the model of the auto-

regressive integrated moving average, where p is the number 

of time lags, d is the number of times the data have had past 

values subtracted, and q is the order of the moving-average 

model. Hereinafter, Var1–Var5 denotes ARIMA(1,0,0)–

ARIMA(5,0,0) models. 

Comparing the accuracy indicators, the authors of the pa-

per concluded that ANN neural networks are more accurate 

than the autoregressive integrated moving average model in 

terms of relative forecast errors. Using the Klyushin-Petunin 

test, the Kruskal-Wallis test, and the Friedman test, we can 

draw different conclusions. According to the Klyushin-

Petunin test, the errors of the two considered models are not 
 

TABLE 22 

SUMMARY OF THE KRUSKAL–WALLIS  TEST FOR DELL STOCK INDEX 

Kruskal–Wallis statistics  (Observed value) 6.607 

Kruskal–Wallis statistics (Critical value) 3.841 

Degree of freedom 1 

p-value (one-tailed) 0.010 

Significance level 0.05 

TABLE 23 

SUMMARY OF THE FRIEDMAN  TEST FOR DELL STOCK INDEX 

Friedman statistics (Observed value) 7.348 

Friedman statistics (Critical value) 3.841 

Number of degrees of freedom  1 

p-value (one-tailed) 0.007 

Significance level 0.05 

TABLE 24 

UPPER BOUNDS OF THE CONFIDENCE INTERVALS OF THE PAIRWISE   

P-STATICTICS FOR MODELS ARIMA(1,0,0), ARIMA(2,0,0), ARIMA(3,0,0), 

ARIMA(4,0,0), AND ARIMA(5,0,0)  

 Var1 Var2 Var3 Var4 Var5 

Var1 1.000 0.953 0.929 0.927 0.921 

Var2 – 1.000 0.899 0.892 0.902 

Var3 – – 1.000 0.905 0.899 

Var4 – –  1.000 0.939 

Var5 – – – – 1 

TABLE 25 

SUMMARY OF THE KRUSKAL–WALLIS  TEST FOR MODELS ARIMA(1,0,0), 

ARIMA(2,0,0), ARIMA(3,0,0), ARIMA(4,0,0), AND ARIMA(5,0,0) 

Kruskal–Wallis statistics  (Observed value) 1.000 

Kruskal–Wallis statistics (Critical value) 9.488 

Degree of freedom 4 

p-value (one-tailed) 0.910 

Significance level 0.05 

statistically different since the upper bound of the confidence 

interval for the p-statistic (0.96) is greater than 0.95. There-

fore, these models can be considered statistically equivalent, 

opposite to Kruskal-Wallis and Friedman tests (Tables 22–23).   

5.4 k-Sample Tests for Dell Stock Index 

To extend this experiment on the k-sample case, let us consid-

er 5 ARIMA models predicting the Dell Stock Index: ARI-

MA(1,0,0), ARIMA(2,0,0), ARIMA(3,0,0), ARIMA(4,0,0), 

and ARIMA(5,0,0) using the training sample published in [47] 

The results are provided in Tables 24–28. According to the 

Klyushin-Petunin test, the errors of the five considered ARI-

MA models are not statistically different in total (homogene-

ous) since the upper bound of the confidence interval for the 

39 POLIBITS, vol. 62, 2020, pp. 33–41https://doi.org/10.17562/PB-62-4

Non-Parametric k-Sample Tests for Comparing Forecasting Models
IS

S
N

 2395-8618



 

 

p-statistic (0.99) is greater than 0.95. Thus, these models can 

be considered statistically equivalent. Meantime, the Kruskal-

Wallis (Table 25, 26) and Friedman tests (Table 27, 28) lead to 

opposite conclusions. Pairwise comparisons show that the 

Klyushin–Petunin test recognizes different samples in almost 

all the cases.  

TABLE 26 

PAIRWISE  P-VALUES OF THE KRUSKAL–WALLIS TEST  FOR MODELS ARI-

MA(1,0,0), ARIMA(2,0,0), ARIMA(3,0,0), ARIMA(4,0,0), AND ARI-

MA(5,0,0) 

 Var1 Var2 Var3 Var4 Var5 

Var1 1.000 0.155 1.000 0.700 0.961 

Var2 0.155 1.000 0.213 0.984 0.996 

Var3 1.000 0.213 1.000 0.700 0.974 

Var4 0.700 0.984 0.700 1.000 1.000 

Var5 0.961 0.996 0.974 1.000 1.000 

TABLE 27 

SUMMARY OF THE FRIEDMAN TEST FOR MODELS ARIMA(1,0,0), ARI-

MA(2,0,0), ARIMA(3,0,0), ARIMA(4,0,0), AND ARIMA(5,0,0) 

Friedman statistics (Observed value) 18.400 

Friedman statistics (Critical value) 9.488 

Number of degrees of freedom  4 

p-value (one-tailed) 0.001 

Significance level 0.05 

TABLE 28 

PAIRWISE  P-VALUES OF THE FRIEDMAN TEST  FOR MODELS ARIMA(1,0,0), 

ARIMA(2,0,0), ARIMA(3,0,0), ARIMA(4,0,0), AND ARIMA(5,0,0) 

 Var1 Var2 Var3 Var4 Var5 

Var1 1.000 0.744 0.744 0.629 0.044 

Var2 0.744 1.000 0.112 1.000 0.508 

Var3 0.744 0.112 1.000 0.072 0.001 

Var4 0.629 1.000 0.072 1.000 0.629 

Var5 0.044 0.508 0.001 0.629 1.000 

6. CONCLUSION 

Direct comparison of forecasts using accuracy indicators 

without taking into account their stochastic nature is incorrect. 

Before comparing the accuracy, it is necessary to test the 

hypothesis about the identity of the distribution functions of 

different prediction models. To solve this problem, non-

parametric methods are widely used, in particular, the Krus-

kal–Wallis and Friedman tests. We have proposed a new test 

that is effective for comparing predictive models. The level of 

asymptotic significance of this test does not exceed 0.05. The 

Klyushin-Petunin test is more universal than the Kruskal–

Wallis and Friedman tests; it allows ordering pairs of samples 

and is easy to calculate. The practical usefulness of the pro-

posed test is illustrated by examples. Further work will focus 

on the study of the theoretical properties of the proposed crite-

rion. 
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Processing Natural Language Queries 

via a Natural Language Interface to Databases 

with Design Anomalies 
Rodolfo A. Pazos, José A. Martínez, and Alan G. Aguirre 

 
Abstract—Natural language interfaces to databases (NLIDBs) 

have proven to be very promising tools when trying to obtain 

information from a relational database since they require the end 

user to have very little training and knowledge about databases 

to use them. However, their development has not been easy due 

to problems related to natural language processing. In addition 

to this, most authors overlook an important factor in developing 

these tools, which is the quality of the design of the database to 

be queried by the NLIDB. The problem arises because there can 

be many alternatives for the design of databases, and some 

contain design anomalies. Many NLIDBs would not work 

correctly for these databases since they were designed under the 

assumption that they would be used with databases without 

anomalies. This article describes an improvement to the 

processing performed by a domain-independent interface to treat 

databases with design anomalies and for the interface to be able 

to correctly process queries involving such anomalies. The 

literature on NLIDBs has not mentioned this problem and much 

less addressed it. 

Index Terms—Natural language interfaces, relational 

databases, user interfaces  

1. INTRODUCTION 

OWADAYS, information plays a very important role in 

business. Most of the information is, in many cases, 

stored in databases. However, for a user to obtain information 

from a database (DB), he must have knowledge of a query 

language for databases (such as SQL). 

Due to this situation, access to DBs by inexperienced users 

is very limited. On many occasions, the information must be 

accessed by inexperienced users; therefore, it is necessary that 

they use easy-to-use software that does not require knowledge 

about DBs. To this end, a large number of tools have been 

developed, whose main characteristic is to show the DB 

schema and offer methods for obtaining information based on 

visual schemas. Although the mentioned tools allow building 

SQL queries from visual schemas, they are not very easy to 

use, as they require a certain degree of SQL knowledge. 

NLIDBs are tools that allow inexperienced users to com-

pose SQL queries using a natural language (NL) expres-

sion [1]. These interfaces are very easy to use for inexperi-

enced users; however, their development has been delayed 

due to problems related to natural language processing (NLP) 

and the semantic content of DBs. 

Nowadays, it is very common to find DBs that have design 

anomalies [2][3][4]. This is because sometimes developers 

include some anomalies in their DB designs to satisfy the 

needs of the applications for which they were designed (e.g., 

surrogate keys). However, this affects the performance of 

NLIDBs, since they are designed to work with correctly de-

signed DBs, i.e., DBs without design anomalies. 

In summary, the problem addressed in this article consists 

of developing a method that allows an NLIDB to be used for 

querying DBs that have design anomalies and answering 

correctly as if the DBs had no anomalies. 

This paper describes methods for improving an NLIDB, al-

lowing it to process queries formulated on DBs that have 

design anomalies. The anomalies dealt with are the following: 

the absence of primary and foreign keys, use of surrogate 

keys, use of columns for storing aggregate function calcula-

tions, and use of repeated columns in two or more tables. 

Additionally, to demonstrate the efficiency of these methods, 

we performed experimental tests of our NLIDB using DBs 

with design anomalies. Additionally, to demonstrate the effi-

ciency of these methods, we performed experimental tests of 

our NLIDB using DBs with design anomalies. 

2. STATE OF THE ART 

Several NLIDBs have been developed since the 1970s, such 

as LUNAR [5], RENDEZVOUS [6], LADDER [7], among 

others. These interfaces could also be configured to work with 

other DBs despite having been designed for a DB in particu-

lar; however, this task was very difficult due to technical limi-

tations at the time. 

In [8] some NLIDBs are considered relevant to this work. 

It is important to remark that for most NLIDBs, there is no 

software that can be used for testing. These NLIDBs are rele-

vant for two reasons: First, there is a prototype (C-Phrase) or 

commercial software (ELF) of the NLIDB, which can be 

tested and, thus, demonstrate if they have any mechanism to 

treat design anomalies. Second, the other NLIDBs have been 

recently developed. 
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TABLE 1 

STATE OF THE ART NLIDBS 

NLIDB Year 
Design Anomaly 

Treatment 

NADAQ 2019 No 

Cross-domain NLI 2019 No 

TEMPLAR 2019 No 

nQuery 2017 No 

Aneesah 2015 No 

NL2CM 2015 No 

NaLIR 2014 No 

NLWIDB 2013 No 

C-Phrase 2010 Partially 

ELF 2004 Partially 

 

Fig. 1. NLIDB architecture. 

In this article, the criteria mentioned are used to choose the 

relevant NLIDBs for the state of the art. 

It is worth mentioning that there are also software tools for 

design and analysis of DBs. Some examples of these are Visu-

al Paradigm, Vertabelo, DbSchema, Toad Data Modeler, 

among others. 

The aforementioned tools, in addition to allowing users to 

easily design DBs from entity-relationship diagrams, also 

have analysis tools on the structure of the designed DB. How-

ever, most of the analysis and error correction tools that these 

software tools have been for correcting errors related to dirty 

DBs. 

Additionally, the design anomalies considered in this arti-

cle require semantic information that only the user can pro-

vide. Unfortunately, none of the mentioned software considers 

this kind of problem. 

Although no work mentioned so far has addressed the 

problem of design anomalies in DBs, the only readily availa-

ble interfaces that can be used for testing are included in this 

analysis of the state of the art (Table 1), such as C-PHRASE 

[9] and ELF [10]. Others that have been recently developed 

are also included, such as NADAQ [11], Cross-domain 

NLI [12], TEMPLAR [13], nQuery [14], Aneesah [15], 

NL2CM [16], NaLIR [17], NLWIDB [18]. In the former, the 

performance they have with DBs with design anomalies is 

evaluated. 

It is important to mention that in this analysis, domain-

specific NLIDBs are omitted since they are designed to work 

with the design anomalies of the DB for which they were 

designed. 

Both the more recently developed NLIDBs and commer-

cial NLIDBs have not considered design anomalies in DBs as 

a problem that must be solved in order to correctly translate 

NL queries to SQL queries. Therefore, it cannot be guaranteed 

that the operation of most of the NLIDBs listed will be correct 

when using DBs with design anomalies. 

3. OUR NLIDB 

The NLIDB used in this work is a domain independent proto-

type interface for the Spanish language [19]. 

A crucial component of this interface is the Semantic In-

formation Dictionary (SID), shown in Figure 1. The SID is a 

DB that stores metadata of the DB in use (DB schema, col-

umns, tables) and useful semantic information (nominal, ver-

bal and prepositional descriptors, among others) to relate the 

query in NL to the elements of the SQL statement that the 

interface needs to build. 

In addition to the SID, this interface consists of two main 

processes: the customization process and the translation pro-

cess shown in Figure 1. 

The customization process is carried out by the DB admin-

istrator (DBA), where the DBA configures the SID by enter-

ing semantic information regarding the tables, columns and 

relationships that exist in the schema of the DB in use. 

The process of translating a query consists of three sub-

processes: lexical analysis, syntactic analysis and semantic 

analysis (Figure 2). 

Each sub-process is carried out by functional layers, where 

each layer deals with a problem that must be solved so that the 

interface can obtain a correct transla-tion of the NL query. 

Lexical analysis. It performs a lexical tagging process, ob-

taining the syntactic category (part of speech) of each word in 

the query from a lexicon stored in a DB. In this layer, lexical 

errors are corrected, syntactic ambiguity and homography 

problems are resolved. The result obtained consists of a 

tagged query. 

Syntactic analysis. The tagged query is used to build a syn-

tactic tree, where syntactic errors are corrected, syntactic 

ellipsis is resolved, and anaphora problems are detected. 
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Semantic analysis. A representation of the meaning of the 

tagged query is constructed, which can be used to translate it 

into SQL. This layer is the most complex since most of the 

problems are due to the interpretation of the meaning of the 

query. This layer is divided into the following sub-layers: 

1. Treatment of polysemy and homography. 

2. Anaphora treatment. 

3. Treatment of imprecise values and aliases. 

4. Identification of tables and columns. 

5. Identification of Select and Where phrases. 

6. Treatment of negative queries. 

7. Treatment of temporary and deductive problems. 

8. Treatment of aggregation and grouping functions. 

9. Resolution of semantic ellipsis. 

10. Determination of implicit joins. 

It is important to mention that, currently, only the most 

necessary layers (with a checkmark ) have been implement-

ed (Figure 2). 

Useful information is collected when processing the NL 

query via the functional layers. With this information, the 

NLIDB constructs a SQL query whose result contains the 

information requested by the user. 

4. PROCESSING NL QUERIES FORMULATED IN DBS WITH 

DESIGN ANOMALIES 

The NLIDB [19] is designed on the assumption that the DB in 

use has no design anomalies; therefore, it does not perform 

well when translating queries to DBs with this problem. 

Four design anomalies are considered in this article: 

1. Absence of primary and foreign keys. 

2. Use of surrogate keys. 

3. Columns for storing aggregate function (AF) calcula-

tions. 

4. Repeated columns in two or more tables. 

Before the end user can use the NLIDB to answer queries, 

an initial setup process must be performed. This process is 

carried out semi-automatically by the NLIDB with the help of 

the DBA. In principle, the DBA must choose the DB with 

which he will work, and the NLIDB obtains the metadata 

from the DB and uses it to configure the SID. It is important 

to mention that the metadata obtained includes the design 

anomalies contained in the DB; therefore, the SID configura-

tion has a representation of the DB with design anomalies. 

4.1 Queries that Involve Absence of Primary and Foreign 

Keys 

The absence of foreign keys directly affects the performance 

of the NLIDB. This is because the NLIDB, by means of the 

foreign keys defined in the DB schema, saves in the SID the 

existing relationships between the tables that have foreign 

keys defined and the tables to which they refer. This process is 

used in the sublayer Determination of Implicit Joins, where a 

semantic graph is created to determine the joins between ta-

bles when two or more tables are involved in the query. 

Without the foreign keys properly defined in the DB, the 

NLIDB constructs a semantic graph where some tables are not 

connected as they should be. Additionally, the NLIDB is not 

 

Fig. 2. Functionality layers of the translation module. 
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able to deduce the existing relationships between tables and, 

therefore, it is not able to build a SQL query with the joins 

required by the NL query. 

To solve the aforementioned problem, a configuration 

module was implemented that allows the DB administrator to 

specify relationships between tables whose foreign keys are 

not defined in the DB. In this way, the NLIDB can use these 

relationships to build a semantic graph, which contains 

enough information to define the joins in the SQL query in 

case they are required. 

For example, consider the following NL query for the Ge-

obase DB [20]: 

¿Qué ríos pasan por el estado de Alaska? 

Which rivers run through the state of Alaska? 

Assuming that the DB does not have foreign keys defined, 

the SQL query built by the NLIDB would be the following: 

1: SELECT river.river_name FROM river, state 

2: WHERE state.state_name LIKE ‘Alaska’; 

As can be seen, the NLIDB only detects the tables directly 

involved in the query; however, there is an intermediate table 

(riverstate), which is not included in the query. Furthermore, 

relationships between tables are not defined in the SID; there-

fore, the NLIDB does not com-pose the joins between them. 

Once the relationships between tables have been defined in 

the SID using the configuration module, the following query 

is obtained in SQL, which contains the intermediate tables and 

joins necessary in the query: 

1: SELECT river.river_name  

2: FROM river, state, riverstate 

3: WHERE state.state_name LIKE ‘Alaska’ 

4: AND state.abbreviation = riverstate.state_abbreviation 

5:  AND riverstate.river_id = river.river_id; 

4.2 Queries that Involve Surrogate Keys 

The use of surrogate keys affects the performance of the 

NLIDB, because this anomaly can cause data redundancy and 

lack of relationships between tables. Data redundancy affects 

the results obtained by the NLIDB. In these cases, some of the 

rows returned by the NLIDB can be confusing for the end 

user. The lack of relationships affects the creation of joins in 

the SQL query and, therefore, the result. 

To solve this problem, a configuration interface for the SID 

was developed to define surrogate keys and relationships 

through foreign keys between the tables that have a surrogate 

key and other base tables in the SID [21]. Additionally, an 

algorithm was implemented to improve the processing of the 

interface so that it may be able to use the relationships defined 

by the configuration interface and ignore the relationships 

defined in the DB schema related to surrogate keys. 

For example, consider the NL query: 

¿En cuál estado se encuentra el lago Ontario? 

In which state is Lake Ontario? 

 

Fig. 3. Geobase DB fragment with a surrogate key. 

The tables involved in the query are State, LakeState, and 

Lake. In Figure 3 a fragment of the DB schema with the de-

sign anomaly is presented, where Lake.lake_id is a surrogate 

key, LakeState.lake_id is a foreign key that connects with the 

surrogate key, and there could be a natural relationship be-

tween Lake.lake_name and LakeState.lake_name. However, 

due to the use of the surrogate key, no such relationship was 

defined in the DB schema. 

The surrogate key Lake.lake_id and the foreign key 

(LakeState.lake_name REFERENCES Lake.lake_name) are 

defined in the SID by means of the configuration module. 

When defining the foreign key, the NLIDB marks the foreign 

key related to the surrogate key (LakeState.lake_id REFER-

ENCES Lake.lake_id) as null so that it is ignored in the NL 

query translation process. 

Processing the query using the NLIDB without treat-ing 

the design anomaly would result in the following SQL query: 

1: SELECT State.state_name  

2: FROM State, LakeState, Lake   

3: WHERE Lake.lake_name LIKE ‘Ontario’ 

4: AND State.abbreviation=LakeState.state_abbreviation 

5:  AND LakeState.lake_id = Lake.lake_id; 

While the query obtained when treating the design anoma-

ly through the configuration interface is as fol-lows: 

1: SELECT State.state_name  

2: FROM State, LakeState, Lake   

3: WHERE Lake.lake_name LIKE ‘Ontario’ 

4: AND State.abbreviation = LakeState.state_abbreviation 

5:  AND LakeState.lake_name = Lake.lake_name; 

The first query includes joins and the surrogate key, while 

the second query includes a natural join using the columns 

LakeState.lake_name and Lake.lake_name. 

4.3 Queries that Involve Columns for Storing Aggregate 

Function Calculations 

The columns that can be calculated with AFs cause the 

NLIDB to obtain erroneous results since the values ob-tained 

can also be calculated by means of an AF applied to a column 

of another table. 
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For example, consider the following NL query: 

¿Cuál es la población del estado de Mississippi? 

What is the population of the state of Mississippi? 

The population of a state could be calculated in two ways: 

using the column State.population or by adding the popula-

tions of the cities of the state. The DBA must decide whether 

to use the anomalous column or to use an AF instead. 

For this reason, a configuration module was devel-oped 

that allows the DBA to define the columns that can be calcu-

lated with AF in the SID and assign them an AF associated 

with a column so that it can be used instead of the anomalous 

column. 

An algorithm that modifies the internal functioning of the 

NLIDB in such a way that it can use the AFs associ-ated with 

this type of columns was also developed. 

Algorithm 1 shows the pseudocode that describes the pro-

cessing of columns for storing AF calculations. In the pseudo-

code, Q is the NL query entered by the user, Qi is a token 

(word of NL query) of query Q, n is the total number of to-

kens in Q, and AFColVal is a variable used to store the final 

label that the referred token will be assigned. In line 3, for 

each token of query Q, it is verified if the column to which the 

token Qi refers to is a column that stores an AF calculation. In 

this case, in line 4, an expression (character string) is stored in 

AFColVal. The expression consists of the AF (avg, count, etc.) 

stored in the SID for the mentioned column and the name of 

the column to which the AF will be applied. Lastly, the final 

label of token Qi is updated with the information from 

AFColVal. 

Regarding the example, when processing the NL query 

without treating the design anomaly, the NLIDB builds a 

query in SQL with the column State.population in the Select 

clause as follows: 

1: SELECT State.population 

2: FROM State 

3: WHERE State.name LIKE ‘Mississippi’; 

On the other hand, by defining the column State.population 

as a column that stores AF calculations in the SID and assign-

ing the AF SUM(City.population) instead, the NLIDB will 

detect that there are two tables involved in the query: City in 

the Select clause and State in the Where clause; therefore, a 

query will be generated with their respective join: 

1: SELECT SUM(City.population) 

2: FROM State, City 

3: WHERE State.name LIKE ‘Mississippi’ AND 

4: State.abbreviation = City.state_abbreviation; 

It is important to mention that the DBA can configure the 

NLIDB for using the column with the design anomaly or 

using the AF in query processing. 

4.4 Queries that Involve Repeated Columns in Two or More 

Tables 

The presence of repeated columns in multiple tables is an 

anomaly that creates conflict in the NLIDB processing when 

deciding to choose the right column from the DB that has 

several occurrences in different tables. 

The SID contains information to match the words of an NL 

query with the columns of a DB. However, when in a DB 

there are two or more tables with repeated columns, the 

NLIDB is not able to know which is the right column that 

contains the information referred to by the user. Most of the 

time, columns that suffer from this problem can contain incor-

rect information due to insertion errors. Therefore, when the 

NLIDB refers to such information, it will be erroneous. 

To solve the problems related to this anomaly, the DBA 

must identify the column that contains the correct information 

(usually a column that corresponds to an attribute of a strong 

entity). Afterwards, the DBA must indicate the columns that 

are repeated through the con-figuration module implemented 

for this purpose. Once this is done, the SID will have the 

necessary information to carry out the processing of queries 

that involve this type of columns. 

In addition to the above, an algorithm was developed to al-

low the NLIDB to identify these columns and, thus, be able to 

correctly process queries. 

In line 3 of Algorithm 2, for each token in query Q, the to-

kens that refer to a column are identified (the meanings of Q, 

Qi and n are the same as those for Algorithm1). Subsequently, 

in lines 4 and 5, the columns repCols that are repeated in the 

DB with their respective labels repColsTags (the columns 

with the most reliable information) are obtained. This column 

information is obtained from the SID. In lines 6 to 10 a verifi-

cation is carried out to identify the token that refers to a re-

peated column; in case of identifying one, in line 8 the token 

is labeled with the correct column. 

 

Fig. 4. Algorithm 1. 
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Fig. 5. Algorithm 2. 

To exemplify the operation of the mentioned pseudocode, 

consider the query: 

¿Qué montañas están en el estado de Alaska? 

Which mountains are in the state of Alaska? 

When processing the previous query by the NLIDB, it de-

tects the Mountain.mountain_name column for the Select 

clause and the Mountain.state_name column for the Where 

clause with its search value Alaska. The state_name column is 

found in 5 tables of the DB (City, State, Mountain, High-Low, 

Border). However, the column that has the most reliable in-

formation is State.state_name, and the other columns contain 

duplicate and unreliable information. When running Algo-

rithm 2, the NLIDB avoids the use of the Moun-

tain.state_name column as it does not contain reliable infor-

mation and uses the State.state_name column instead. Once 

this is done, the NLIDB proceeds to identify the implicit joins 

between tables, and finally obtains the following SQL query: 

1: SELECT Mountain.mountain_name 

2: FROM State, Mountain 

3: WHERE State.state_name LIKE ‘Mississippi’ AND 

 State.abbreviation = Mountain.state_abbreviation; 

5. EXPERIMENTAL RESULTS 

In the experimental tests, a comparison of our NLIDB and the 

ELF NLIDB was made [10]. The ATIS [20] and 

Geoquery880 [20] corpora were used for the tests. For each 

design anomaly, five queries from the ATIS corpus and five 

queries from the Geoquery corpus were selected, giving a 

total of 40 queries. Each of the test cases has the following 

characteristics: it considers an NL query that involves a frag-

ment of the DB, a design anomaly (created or existing) was 

considered in any of the tables involved in the query, and the 

SQL query resulting from NLIDB processing without/with 

anomaly treatment. 

It is important to mention that for the purposes of this pro-

ject, some queries of the two aforementioned corpora were 

modified since to perform tests on some design anomalies, 

columns that did not exist in the tables had to be introduced to 

simulate the design anomalies. 

Table 2 shows the results of the comparative tests de-

scribed. Our NLIDB correctly answers 20 queries from the 

ATIS corpus and 20 queries from the Geobase corpus. This is 

due to the handling of design anomalies since, without this 

mechanism, the NLIDB would not answer any query correct-

ly. 

To test the absence of foreign keys, they were removed 

from the DB and from the SID. To carry out the test with ELF, 

only foreign keys were eliminated from the DB schema, and 

an express configuration was used. ELF was not able to cor-

rectly answer any of these queries because, when configured, 

it uses the foreign keys defined in the DB schema to store 

them in its dictionary and, thus, to be able to build the re-

quired joins in the SQL queries. However, as the DB schema 

does not have foreign keys defined, it is not possible for ELF 

to define the necessary joins. Furthermore, ELF does not offer 

a tool to specify foreign keys in a DB without modifying the 

structure of its schema. 

In the test for the use of surrogate keys, some columns with 

identifiers were included to simulate surrogate keys, and for-

eign keys were created with other tables referring to the de-

fined surrogate key. For testing our NLIDB, DBs with the 

appropriate characteristics were created, and the SID was 

configured to include the surrogate keys, as well as their rela-

tionships with other tables. For ELF, only the DB schema was 

modified, and an express configuration was used. In this type 

of query, our NLIDB correctly answered because, through the 

configuration module for design anomalies, the surrogate keys 

were defined, and the existing relationships were modified 

using natural foreign keys. In contrast, ELF was unable to 

answer correctly, as it was repeatedly unable to interpret the 

TABLE 2 
EXPERIMENTAL TESTS RESULTS 

Design Anomaly 
Our NLIDB ELF 

ATIS Geobase ATIS Geobase 

Abs. of PKs and FKs 5 5 0 0 

Use of Surrogate keys 5 5 0 0 

Columns for storing AF calculations 5 5 0 2 

Repeated columns 5 5 1 1 

Total 20 20 1 3 
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NL query. Other times it misinterprets the query by including 

Boolean values in queries about flight fares. 

Concerning columns used for storing AF calculations, in 

our NLIDB the test was carried out by creating columns with 

this characteristic in the DB and additionally specifying these 

columns in the SID. Subsequently, this anomaly was treated 

using the configuration module for design anomalies, and 

finally, the NLIDB used the processing algorithm to detect 

and process these columns with anomalies. Regarding ELF, 

the columns with the anomaly were also defined in the DB 

schema. However, for ATIS DB queries, ELF built erroneous 

queries be-cause it used tables and columns that were not 

required in the query, and it also ignored the use of AFs to 

process the queries. For Geobase queries, ELF was able to 

correctly answer two queries, as the structure of these queries 

was easier to understand, and the Geobase schema is much 

smaller than that of ATIS. Due to the above, ELF was able in 

these two cases to ignore the column used to store AF calcula-

tions and apply the necessary AF. 

A test for the use of repeated columns in multiple tables 

was carried out in our NLIDB by repeating columns that are 

not foreign keys in different tables and whose information is 

already defined in another column of another table. In this 

test, the NLIDB had no problem when using the columns with 

the most reliable information because, when it found a repeat-

ed column, it was already defined in the SID, and the column 

with the most reliable information was associated with it. On 

the other hand, ELF obtained a correct query from the ATIS 

corpus and a correct query from the Geobase corpus. The 

main reason why ELF got only two successful queries with 

this type of anomaly is that, when it finds the repeated column 

in a table closest to the column associated with a search value, 

it always uses this column; otherwise, ELF can ignore it and 

build the query using the column that has the most reliable 

information. 

6. CONCLUSIONS AND DISCUSSION 

There are many NLIDBs. Most of these tools use ap-

proaches that aim to solve only the problems related to NL 

processing, leaving aside the problems inherent to the struc-

ture of the DB in use. One of the most important aspects of 

using a DB in an NLIDB is its design. On many occasions, 

this design may have anomalies; therefore, most NLIDBs 

would not work properly with a large number of DBs that 

suffer from this problem. 

In this work, a mechanism to treat design anomalies in DBs 

was presented, which was implemented in a do-main-

independent NLIDB [19]. To treat these design anomalies, a 

configuration module was implemented to introduce infor-

mation about the anomalies of a DB in the SID. In this way, it 

is possible to present to the NLIDB a representation of the DB 

without design anomalies so that it works correctly. The above 

is important since a tool of this type should not modify the 

schema of the DB in use since it is often used by various ap-

plications, which would also have to be modified. Conse-

quently, algorithms were implemented to process queries 

involving DB fragments that have design anomalies. These 

algorithms, in conjunction with additional information on the 

anomalies contained in the SID, allow the NLIDB to work 

with a DB with design anomalies as if it were a DB without 

anomalies. 

The absence of foreign keys affects only the creation of 

joins when processing queries with this anomaly. However, if 

an NLIDB has no way of specifying relationships without 

modifying the DB schema, it is very difficult for it to be able 

to correctly construct SQL queries. 

In the tests presented in Section 5, ELF is able to correctly 

construct only four queries, of which three were from Geo-

base and one from ATIS. Of these queries, two involved col-

umns for storing AF calculations. This was possible because 

ELF ignored the use of columns that had this anomaly. How-

ever, for anomalies that required more specific processing, 

such as missing foreign keys and the use of surrogate primary 

keys, ELF could not answer any queries correctly. 

Two more anomalies have been detected in the literature on 

NLIDBs: the absence of the second normal form of some DB 

table and the absence of the third normal form. A method for 

dealing with these two anomalies will be developed in the 

near future. 
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Multicriteria Analysis for IoT Selection 

in a Telemetry System 

Hermann M. Klusmann, Renzo M. Carnero 

 
Abstract—The speed of technology evolution offers us more and better 

alternatives to solve problems and to increase the efficiency of processes. 

Such is the case of Communications networks and especially the Internet. 

Nowadays, Internet connection has become, to some extent, a necessity 

within societies; all kinds of devices can be connected through the 

Internet (IoT). In this sense, using the Internet for data transmissions at 

industrial levels (Industry 4.0) brings technical and economic advantages 

that allow improving the processes efficiency. It is possible to obtain good 

quality data in real-time and at a low cost using the Internet in Telemetry 

processes. This paper proposes a multicriteria analysis to find the most 

suitable IoT technology for a telemetry network of water meters in the 

city of Huacho, Peru. First, the types of IoT available in the area are 

established, then a balance is made accordingly to technical, social, and 

economic criteria; and finally, the most appropriate IoT technology is 

obtained for the case study. 

Index Terms—Internet, information technology and systems, network 

protocols, secision tables. 

1. INTRODUCTION 

HERE is no doubt that technological evolution condi-

tions the way we see the world and interact with it. This 

evolution is increasingly accelerated. The techniques and 

knowledge that arise in response to everyday problems ac-

quire new applications in a short time. Such is the case with 

telemetry and the Internet. 

The appearance of concepts such as the Internet of Things 

(IoT), which defines the possibility of connecting computers 

through the Internet, has resulted in the evolution of applica-

tions that explore the possibility of connecting industrial sys-

tems remotely through this communication network. It is at 

this point where telemetry systems acquire a new dimension. 

This paper proposes a multicriteria analysis to find the 

most suitable IoT technology for a telemetry network of water 

meters in the city of Huacho, Peru. First, the available IoT 

platforms are described showing their most important charac-

teristics. Then, in the third section, the methodology used for 

the multicriteria analysis is explained. This section presents 

the entire procedure and the equations applied to reach an 

objective decision. The fourth section contains the analysis 

carried out for the case study. Finally, in the fifth section, the 

result obtained in the previous one is discussed, and possible 

future applications of the methodology used are proposed. 

2. IOT TECHNOLOGIES 

The term IoT encompasses everything connected to the Inter-

net, but it is increasingly being used to define objects that 

“talk” to each other [1].  This technology has been being ap-

plied in different industrial areas, such as smart agriculture, 

smart health care, or smart manufacturing [2]. The evolution 

of technology has brought low-power consumption devices, 

more efficient communication protocols, and several link 

platforms. These important advantages for distance connec-

tion between devices make the application of the Internet in 

Telemetry systems almost an obligation. 

IoT platforms have a central role within communications 

systems and allow the implementation of different applica-

tions accordingly to their own characteristics [3]. In this 

sense, to select an IoT platform for a Telemetry system, there 

are several criteria that should be established, then weighted 

accordingly to their importance, and finally evaluated. 

There are several IoT technologies available around the 

world; they will be briefly described below. 

 

2.1 DASH7 

The DASH7 Alliance (D7A) is an open-source active RFID 

standard for WSAN protocol. D7A complies with the 

ISO/IEC 18000-7 standard. ISO/IEC 18000-7 is an open 

standard for the license-free 433 MHz ISM band air-interface 

for wireless communications. The 433 MHz frequency pro-

vides D7A with a long propagation distance and better pene-

tration. A full OSI stack (7 OSI layers) known as D7A proto-

col (D7AP) is specified. It provides a long-range (up to 2 Km) 

and low latency with multi-year battery life to connect mov-

ing objects [4]. 

 

2.2 Nb-IoT 

Narrow Band Internet of Things was set up by 3GPP in Cellu-

lar systems in support of ultra-low complexity and low 

throughput Internet of Things. It defines a new radio access 

technology that can be integrated into the LTE standard. NB-

IoT is built from existing LTE functions, but many features 

have been removed to keep this standard as simple as possible 

to reduce device cost and minimize battery consumption. This 

optimization includes removing handover, carrier aggregation, 

measurements to monitor the channel quality, and dual con-

nectivity. NB-IoT operates on the same licensed frequencies 

used by LTE and employs QPSK and BPSK modulations [4]. 
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2.3 LoRaWan  

LoRaWAN is an open standard architecture developed by 

LoRa Alliance. LoRa is a physical layer technology that ena-

bles long-range, low data rate, and low power wireless com-

munication. It is an unlicensed band technology that modu-

lates the signals in the sub–GHz ISM band using the spread 

spectrum technique [4]. 

Like Sigfox, GPRS, and NB-IoT, the LoRaWAN protocol 

is based on a star protocol where each device communicates 

with a base station which relays the information to and from a 

central server via an IP-based protocol [5]. 
 

2.4 GPRS 

In the past, most of the applications that required low data 

rates for a long-range were using cellular networks. This type 

of network provides the users with many services. Before the 

emergence of LPWAN technologies, cellular networks had 

been offering the GSM, GPRS, EDGE, 3G, and 4G technolo-

gies. Today, 3G/4G technologies aim to provide users with 

minimum latency and high data rates for multimedia applica-

tions. For this purpose, most of IoT applications were used in 

the GPRS networks. GPRS is a 2.5G mobile communication 

that provides a data rate of 56 to 114 kbps with a range up to 

26 Km. The primary disadvantages of the GPRS network are 

the power consumption and high maintenance cost [4]. 

The GPRS systems have been deployed for many years 

and serve as the reference for LPWA technology in many 

markets today. GPRS is the packet radio service built on top 

of GSM and uses GMSK modulation. It requires a frequency 

reuse scheme of up to 12, providing an inefficient spectral 

density. GPRS and NB-IoT operate in the licensed bands and 

are therefore not restricted by duty cycle or listen before talk-

ing limitations [5]. 
 

2.5 Sigfox 

SigFox uses Ultra-Narrow Band (UNB) modulation with 

Differential Binary Phase-Shift Keying (DBPSK) at 100 bps. 

In SigFox, the device initiates a transmission by sending three 

uplink packages in sequence on three random carrier frequen-

cies. The base station will successfully receive the package 

even if two of the transmissions are lost due to, e.g., collision 

with other devices or interference from other systems using 

the same frequency. The duty cycle restrictions of the utilized 

sub-band in the 868 MHz EU ISM band is 1 %. Therefore, a 

SigFox device may only transmit 36 seconds per hour. The 

time on-air is 6 sec per package, and thus the maximum is six 

messages per hour with a payload of 4, 8, or 12 bytes. [5] 
 

2.6 Weightless 

Weightless is managed by the Weightless-Special Interest 

Group. Three standards have been proposed by the group, 

namely Weightless-N, Weightless-W, and Weightless-P. This 

section will focus on the most recent standard: Weightless-P. 

Weightless-P is a non-proprietary physical layer technolo-

gy. It uses GMSK and QPSK for modulating the signal. These 

modulating schemes are very well known and are used in 

various commercial products; hence the end devices do not 

require a proprietary chipset. Weightless-P divides the Sub-

GHz ISM spectrum into 12.5KHz narrow channels, and each 

channel offers a data rate of 200 bps to 100 Kbps. The firm-

ware of these devices can be upgraded by air using its own 

wireless link because the bidirectional communication is fully 

supported. [6]. 

 

2.7 RPMA 

Formerly known as On-Ramp Wireless, it came up with Ran-

dom Phase Multiple Access (RPMA), which is a spread-

spectrum technology operating on the 2.4GHz ISM band 

instead of the sub 1GHz bands and leverages more relaxed 

regulations on the spectrum across different regions.  

Like in LoRaWAN, a base station in RPMA's is also capa-

ble of receiving transmissions on all the spreading factors. 

Also, like LoRaWAN adaptive data rate (ADR) technique is 

employed by the devices, where devices can select optimum 

spreading factors based on the downlink signal strength. 

RPMA uses a form of Viterbi algorithm that allows guaran-

teed message arrival at the base station even with the Packet 

Error Rate (PER) as high as 50%, and security is improved 

using encryption [6]. 

 

2.8 NB-Fi 

NB-Fi is an LPWAN protocol that supports secure bidirec-

tional communication for IoT, machine-to-machine (M2M), 

Smart Grid, Smart Utilities, Smart City, and industrial appli-

cations. NB-Fi is a protocol that was developed by WAVIoT 

and designed for secure wireless transmission of small vol-

umes of data over long distances with low energy consump-

tion. NB-Fi is an open standard with the disclosed format of 

NB-Fi messages and relevant technical data required for man-

ufacturers to produce compatible end-devices. 

NB-Fi standard supports up to 4.3 billion devices in a sin-

gle network with a 32-bit ID for each device. NB-Fi does not 

use IP addressing (IPv4, IPv6) to optimize the size of the 

payload. IoT devices such as sensors and gauges can transmit 

tiny data packages, only a few bytes. As the minimum size of 

the IP header is 20 bytes, the Non-IP Data Delivery (NIDD) 

approach allows developing simpler and cheaper devices. 

Data exchange between devices and third-party applications is 

possible via the WAVIoT IoT platform's API [7]. 

 

2.9 LTE Cat-M1 

As one of the advanced wide area network technologies, LTE 

is regarded as a promising candidate for accommodating a 

large amount of MTC devices. However, the current infra-

structure of LTE networks is built mainly for broadband 

communication used by smartphones. To support MTC devic-

es, 3GPP has been working on study items for MTC since 

2011 [2] and has already undergone several amendments to 

include new MTC-oriented features based on the existing LTE 
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architecture. By reusing most of the existing LTE technology, 

it requires only a software upgrade to provide MTC service. 

One critical enhancement is LTEeMTC (enhanced MTC) 

introduced in Release 13, which is mainly for low-cost, low-

power, low-rate, and delay-insensitive MTC devices. Specifi-

cally, Release 13 defines a new user equipment (UE) category, 

namely CategoryM1 (Cat-M1), to achieve enhanced coverage 

in reduced bandwidth as low as 1.4MHz. Moreover, to further 

reduce the cost and complexity of these eMTC devices, Cat-

M1 also supports operation with only one receive antenna. 

The need for low-complexity hardware design also makes 

coverage enhancement more challenging [8].  

For the multicriteria analysis to select the most suitable IoT 

technology to be implemented in the Telemetry System, only 

four platforms were included: LoRaWAN, Sigfox, Gprs, Nb-

IoT. The other platforms are not available in the country.  

3. METHODOLOGY 

As mentioned before, there are many IoT technologies in the 

market with different technical characteristics. The selection 

of one of them for project implementation is not a simple task. 

There are several factors that should be analyzed, and each 

factor has its own importance depending on the project's na-

ture. Regarding this, a multicriteria analysis is carried out to 

select the best alternative.  
 

 

Fig 1. Ideal and Anti-Ideal points in TOPSIS method 

 

Multicriteria analysis (MCA) provides a systematic meth-

odology to integrate heterogeneous and uncertain information 

with cost-benefit information and stakeholders' views in an 

understandable framework to rank project alternatives. MCA 

is highly useful as a tool for project evaluation during the 

developed phase when decision makers do not have sufficient 

knowledge regarding details, but the importance of making 

the right decision is considerable [9]. 

A vast number of multicriteria decision-making methods 

have been developed to deal with the problem of ranking a set 

of alternatives evaluated in a multicriteria fashion. Very often, 

these methods assume that the evaluation among criteria is 

statistically independent. However, in actual problems, the 

observed data may comprise dependent criteria, which, among 

other problems, may result in biased rankings [10]. 

 

Fig. 2. TOPSIS method 

To evaluate IoT technologies and choose the best option, a 

multicriteria analysis based on TOPSIS was used. 

TOPSIS (Technique for Order of Preference by Similarity to 

Ideal Solution) is among the most popular MCDM (Multiple 

Criteria Decision Making) methods. Decision making is the 

process of selecting a possible course of action from all the 

available alternatives. In almost all such problems, the multi-

plicity of criteria for judging the alternatives is pervasive. 

That is, for many such problems, the decision maker wants to 

attain more than one objective or goal in selecting the course 

of action while satisfying the constraints dictated by environ-

ment, processes, and resources [11]. TOPSIS provides a 

broader principle of compromise for solving this kind of prob-
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lem [12]; it was originally developed by Hwang and 

Yoon [13]. Traditionally, this method is applied to ranking 

problems, where alternatives are evaluated based on Euclide-

an distances from an ideal and a non-ideal solution [14]. 

The basic concept of this method is that the selected alter-

native should have the shortest distance to the positive ideal 

solution as well as the farthest distance from the negative 

ideal solution [15]. 

As an example, Fig. 1 shows five alternatives, A, B, C, D, 

and E, with a choice of 2 criteria; it also shows the ideal and 

anti-ideal points. It is obvious that if the usual Euclidean dis-

tance (p = 2) is applied with equal weights, point C is the 

closest to the ideal, and D is the furthest. TOPSIS solves this 

dilemma in the choice between the ideal and the anti-

ideal [16]. 

For applying the TOPSIS Method, steps could be resume 

as shown in Fig. 2. 

To apply the multicriteria analysis based on TOPSIS, the 

criteria under which each alternative will be evaluated were 

first established.  According to the expert's opinion, ten crite-

ria were selected and divided into three groups, as shown in 

Table 1: 

TABLE 1 

CRITERIA 

Number Groups Description 

1 Technical 

Availability. There are three values: "2" if 

this technology is available; 1 if the technol-

ogy can be implemented; and 0 if it is not 

available 

2 Technical Maximum transmission speed (kbps) 

3 Technical Large of data frame per transmission (bytes) 

4 Technical 
Power consumption in years considering one 

transmission per day 

5 Technical Nodes per gateway (x1000) 

6 Technical 
Maximum transmission distance (km, with 

sightline) 

7 Economic Device cost (US$) 

8 Economic 
Service/Maintenance cost 

(US$/transmission/device) 

9 Social Local support (number of suppliers) 

10 Social 
Government permission (need government 

license 1, license not needed 0) 

Each criterion has a value according to the IoT platform 

characteristics, as shown in Table 2. 

Four experts were asked to assign weights to each criteri-

on, according to their knowledge and experience in this kind 

of system. They were asked to consider the importance that 

each criterion has in Telemetry systems for the case study, 

especially the location. To set the appropriate weight, the 

Likert Scale was applied. 

The Likert scale is widely used in social work research 

and is commonly constructed with four to seven points, but it 

can be increased to eleven, a common metric that ranges 

from 0 to 10. Also, it can be treated as a continuous measure, 

and hence arithmetic operations can be used [17]. 

In this research, a scale from 1 to 7 was used, where "7" 

represents the greatest weight in importance for the criterion. 

The result was a matrix W4 x 10  with wij elements, where i 

represents each expert and j represents the index of the criteri-

on. 

A unique weight for each criterion is obtained using the 

geometric mean [15]: 

Gj =  √w1j × w2j × w3j × w4j
4                      (1) 

Then, the weights should be normalized in order to be com-

pared with each other [15]. For this operation, the sum of all 

the weights is needed:   

S =  ∑ Gj
10
j=1                                         (2) 

The normalized weights of each criterion is calculated by: 

𝑌𝑗 =  
𝐺𝑗

𝑆
                                            (3) 

The idea of TOPSIS can be expressed in a series of steps [18]. 

The first task of the TOPSIS algorithm consists of creating a 

decision matrix. At this point, once the value of each criteri-

on (j) corresponding to each alternative (k) is assigned, the 

result is the matrix X with elements xkj. This is shown in Ta-

ble 2.  

To calculate de normalized decision matrix A, the normal-

ized value akj is calculated as: 

A = [akj]m × n 

𝑎𝑘𝑗 =
𝑥𝑘𝑗

√∑ (𝑥𝑘𝑗)2𝑛
𝑘=1

                                    (4) 

k = 1, 2, 3…, m;  j = 1, 2, 3, …, n, 

where xkj represents the x value of alternative k corresponding 

to criterion j. 

Then the Ideal Positive Value (a+) and the Ideal Negative 

Value (a-) should be calculated for each criterion. This is done 

with these expressions:  

a+
j = max(akj) where k = 1,2,3…m                   (5) 

a-
j = min(akj) where k = 1,2,3…m                    (6) 
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Calculating the separation measures using the n-

dimensional Euclidean distance. The separation of each alter-

native from the positive ideal solution is given as: 

paj = Yj . (a+
j – aj)2                                    (7) 

D+
k = √∑ (𝑝𝑎𝑗)𝑚

𝑗=1                                     (8) 

Similarly, the separation from the negative ideal solution is 

given as: 

naj = Yj . (a-
j – aj)2                                    (9) 

D-
k = √∑ (𝑛𝑎𝑗)𝑚

𝑗=1                                  (10) 

For each “distance,” D+ and D-, aj represents the normalized 

value "a" for each criterion "j." 

For each alternative, calculate the ratio Rk as: 

             Rk = D-
k / (D-

k + D+
k)                           (11) 

Finally, alternatives should be ranked in increasing order 

according to the radio Rk. 

4. RESULTS 

For the case study, four experts assigned importance values 

(weights) for each criterion according to a 1-7 Likert Scale. The 

results are shown in Table 3. 

Each row represents the expert's assigned values, and each 

column represents each criterion. GM row is the Geometric 

Mean, and NW row corresponds to the Normalized Weight 

according to equation 3. 

The assigned values for each IoT alternative were shown 

before in Table 2. 

Table 4 shows the normalized decision matrix A, accord-

ing to equation 4 for each element of the matrix. 

Table 5 shows the Positive Ideal and the Negative Ideal for 

each criterion.  

To obtain D+, the corresponding factors were calculated and are 

shown in Table 6:  

In this sense, D+ for each alternative is shown in Table 8: 

TABLE 2 

ASSIGNED VALUES FOR EACH IOT ALTERNATIVE 

Ideal max max max max max max min min max min 

Alternative\Criteria 1 2 3 4 5 6 7 8 9 10 

LoraWan 1 50 243 15 100 5 2.38 0.39 1 0 

GPRS 2 10000 10000 5 200 100 3 2 3 1 

Sigfox 0 0.1 12 20 100 10 5.94 1.6 1 0 

NB-IoT 0 1000 1600 10 200 1 23.8 0.6 0 1 

TABLE 3 

ASSIGNED WEIGHTS BY EXPERTS 

E\C 1 2 3 4 5 6 7 8 9 10 

1 7 5 5 4 5 3 4 6 2 4 

2 7 6 1 3 2 2 3 6 3 2 

3 7 7 2 6 4 5 3 6 4 3 

4 7 5 1 5 2 4 4 5 3 1 

G.M 7 5.692 1.778 4.356 2.991 3.31 3.464 5.733 2.913 2.213 

N.W. 0.177 0.144 0.045 0.11 0.076 0.084 0.088 0.145 0.074 0.056 

TABLE 4 

NORMALIZED DECISION MATRIX 

Ideal max max max max max max min min max min 

           

Alternative\Criteria 1 2 3 4 5 6 7 8 9 10 

LoraWan 0.45 0.00 0.02 0.55 0.32 0.05 0.10 0.15 0.30 0.00 

GPRS 0.89 1.00 0.99 0.18 0.63 0.99 0.12 0.75 0.90 0.71 

Sigfox 0.00 0.00 0.00 0.73 0.32 0.10 0.24 0.60 0.30 0.00 

NB-IoT 0.00 0.10 0.16 0.37 0.63 0.01 0.96 0.23 0.00 0.71 
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TABLE 8 

D+ FOR EACH IOT ALTERNATIVE 

Alternative D+ 

LoraWan 0.5759 

GPRS 0.3384 

Sigfox 0.6798 

NB-IoT 0.7344 

 

TABLE 9 

D- FOR EACH IOT ALTERNATIVE 

Alternative D- 

LoraWan 0.451396 

GPRS 0.734482 

Sigfox 0.342476 

NB-IoT 0.232531 

 

D- is obtained in the same way. Table 7 shows the corre-

sponding factors that were calculated according to equation 9.  

Table 9 shows D- for each IoT alternative. 

Finally, R is calculated according to equation 11, and the results 

are shown in Table 10.  

As shown, applying the TOPSIS method, the best alterna-

tive for the Telemetry System is GPRS which is the one that 

has more suppliers in Peru and is more developed around the 

country. The second one is LoraWan, which low-cost and low 

power consumption equipment make this platform a good 

alternative for smaller systems.  

TABLE 10 

R FOR EACH IOT ALTERNATIVE 

Alternative R Rank 

LoraWan 0.439414 2 

GPRS 0.684608 1 

Sigfox 0.335029 3 

NB-IoT 0.240487 4 

 
On the other hand, the worst alternative is NB-IoT, which 

despite its technical characteristics, it is still being developed 

in the country.  

5. CONCLUSIONS 

The selection of an IoT technology for a Telemetry System 

depends on many factors. The most important element is plat-

form availability at the location of the system. Other im-

portant factors are the involved costs and the government 

permissions for communication networks.  

A multicriteria analysis was done considering not only the 

criteria that could have an important impact on the system 

implementation but also the opinion of experts with experi-

ence in the case study (similar systems and locations).  

Accordingly to the analysis, the suitable IoT technology 

for a Telemetry System in Huacho, Peru, is GPRS. This result 

is consistent with the "experts" previous thoughts, which 

selection was the same. They considered network availability, 

costs, and the number of suppliers to make their decision 

TABLE 5 

POSITIVE IDEAL AND NEGATIVE IDEAL FOR EACH CRITERION 

Ideal max max max max max max min min max min 

Criteria 1 2 3 4 5 6 7 8 9 10 

Positive Ideal 0.89 1.00 0.99 0.73 0.63 0.99 0.10 0.15 0.90 0.00 

Negative Ideal 0.00 0.00 0.00 0.18 0.32 0.01 0.96 0.75 0.00 0.71 

TABLE 6 

D+ FACTORS 

Ideal max max max max max max min min max min 

Alternative\Criteria 1 2 3 4 5 6 7 8 9 10 

LoraWan 0.04 0.14 0.04 0.00 0.01 0.07 0.00 0.00 0.03 0.00 

GPRS 0.00 0.00 0.00 0.03 0.00 0.00 0.00 0.05 0.00 0.03 

Sigfox 0.14 0.14 0.04 0.00 0.01 0.07 0.00 0.03 0.03 0.00 

NB-IoT 0.14 0.12 0.03 0.01 0.00 0.08 0.07 0.00 0.06 0.03 

TABLE 7 

D- FACTORS 

Ideal max max max max max max min min max min 

Alternative\Criteria 1 2 3 4 5 6 7 8 9 10 

LoraWan 0.04 0.00 0.00 0.01 0.00 0.00 0.07 0.05 0.01 0.03 

GPRS 0.14 0.14 0.04 0.00 0.01 0.08 0.06 0.00 0.06 0.00 

Sigfox 0.00 0.00 0.00 0.03 0.00 0.00 0.05 0.00 0.01 0.03 

NB-IoT 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.04 0.00 0.00 
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(supported by their experience). However, the TOPSIS meth-

od offers an objective analysis that supports this selection.  

As shown before, one of the most important factors of this 

method is the “experts” opinion. It is necessary to build an 

“evaluation committee” with enough knowledge and experi-

ence to achieve good results.  

It is demonstrated that this analytical method works and 

could be scalable to another kind of system or to solve deci-

sion problems considering multiple criteria. For future re-

search, as soon as more IoT alternatives are available at the 

location, they could be evaluated using the same methodolo-

gy. Furthermore, this kind of analysis could be done to other 

system problems like equipment maintenance, choice of sup-

pliers, etc.  
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Abstract—Knowing the demand for products in advance would 

be ideal for companies that strategically relocate products in 

their warehouses to facilitate the picking process, which is the 

most expensive activity in a warehouse. In this sense, an 

assembly plant from Ciudad Juárez, Chihuahua, Mexico, that 

handles approximately 10,477 parts in its inventory, periodically 

relocates them in warehouse zones to facilitate the picking 

process. However, relocation is done empirically based on the 

total number of outbound inventory movements of each of the 

parts made in a given time. This paper describes the 

implementation of time-series models to forecast the demand for 

parts that could improve the relocation process. For this purpose, 

different Holt-Winters Seasonal and SARIMA models were 

implemented. For the implementation of the SARIMA models, 

the Box-Jenkins methodology was followed. The AIC and BIC 

metrics were used to identify the best Holt-Winters Seasonal 

model and the best SARIMA model. Tests were performed on the 

residual series to check that model is fit to the data. The RMSE 

and MAPE metrics were used to evaluate the performance of 

Holt-Winters Seasonal and SARIMA models. The results of the 

evaluation carried out indicate that the SARIMA model 

outperforms to Holt-Winters Seasonal model. 

Index Terms—Forecast demand, Holt-Winters Seasonal model, 

Seasonal Auto-Regressive Integrated Moving Average model, 

Time Series, Box-Jenkins methodology. 

1. INTRODUCTION 

IUDAD Juárez is a city whose economy is strongly 

based on the assembly plant industry. It has the largest 

number of assembly plants operating under the IMMEX (In-

dustria Manufacturera, Maquiladora y de Servicios de Ex-

portación) scheme in the entire state of Chihuahua with 330 

assembly plants (65%), followed by the city of Chihuahua 

with 109 (22%) and the other municipalities with 66 (13%). 

At the national level, it is the second city with 330 assembly 

plants under this scheme. Among the different sectors, the 

Automotive, the Electronics, the Medical, the Plastics Metals, 

the Call Center, and the Packaging predominate [1]. 

In an assembly plant of this city dedicated to the manufac-

ture of smoke detectors, fire alarms, among other products, 

the raw material used is stored in a warehouse within the same 

plant. 

Currently, the warehouse is divided into four zones: A, B, 

C, and D. These zones are strategically organized to minimize 

the time for picking parts. The parts with the highest demand 

are stored in bins located in zone A, close to the production 

area. On the contrary, the parts with the lowest demand, either 

because they are obsolete or because they were never used, 

are located in zone D. It is important to note that, based on the 

parts demand, these are periodically relocated to the ware-

house zones. 

The criteria used by the assembly plant to locate each of 

the parts in the warehouse zones is based on the cumulative 

distribution of the demand they present. The demand is de-

fined according to the outbound inventory movement of each 

of the parts. The parts that represent a cumulative distribution 

of 70% of the demand are located in zone A. The parts that are 

located in zone B represent 25% of the demand. In zone C are 

located the parts that represent 5% of the demand. Finally, in 

zone D, the parts that did not have movement are located.  

Although the parts with the highest demand are identified 

in this empirical way, the trend of movements is not consid-

ered when assigning their location in the warehouse. For ex-

ample, following this criterion, the part with the highest num-

ber of movements should be located in zone A. However, if 

the trend of its movements shows a considerable decrease in 

recent months, perhaps that part should not be located in zone 

A but zone B. 

Failure to properly locate the parts in warehouse zones that 

minimize the picking time could cause the delivery time of 

these to the production area to be long; even the production 

lines could be stopped. For this reason, knowing the future 

demand of the parts could help improve the relocation pro-

cess. 

In this sense, time series models have been successfully 

applied in various sectors of the supply chain to forecast de-

mand. In [2], different ARIMA models were implemented 

following the Box-Jenkins methodology to model and forecast 

the demand in a food company. Using the Akaike, Schwarz 

Bayesian, maximum likelihood, and standard error criteria, 

they identified the best model was an ARIMA (1,0,1). The 

authors note that forecasting future demand affects the supply 

chain and provides reliable guidelines for decision making. 

In [3], different time series models applied to forecasting 
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the workload in a zone picking warehouse were analyzed. A 

real case study is presented in which they demonstrate the 

value of applying time series forecasting models to forecast 

the daily number of order lines. They mention that improving 

workload planning can contribute to an effective and efficient 

order-picking process. 

In [4], the demand for an inventory of historical data of 

Panadol 650mg was optimized using forecasting techniques. 

The forecast models single moving average, single exponen-

tial smoothing, double moving average, double exponential 

smoothing, regression, Holt-Winters additive, Seasonal addi-

tive, Holt-Winters multiplicative, seasonal multiplicative, and 

ARIMA were compared using the metrics RMSE, MSE, 

MAD, and MAPE. The authors report that the best forecasting 

technique was regression analysis. 

In [5], the combination of Bootstrap aggregating and Holt-

Winters methods was proposed to forecast demand in the air 

transport industry. They compared their proposal against the 

SARIMA, Holt-Winters, ETS, Bagged.BLD.MBB.ETS and 

Seasonal Naive models using Symmetric Mean Absolute 

Percentage Error (sMAPE). The authors report that their pro-

posal provided more accurate forecasts. 

This paper describes the implementation of time-series 

models to forecast the demand for inventory parts, which 

could improve the relocation process in warehouse zones and 

facilitate the picking process. The characteristics of the time 

series were analyzed, and the Augmented Dickey-Fuller and 

Kwaitowski-Phillips-Schmidt-Shin tests were applied to de-

termine whether the series is stationary. The Holt-Winters 

Seasonal and a modification of ARIMA models, called 

SARIMA, were selected because of the characteristics of the 

time series. The Box-Cox transformation was applied to the 

time series to fit SARIMA models. Additionally, the time 

series was differentiated to transform it into a stationary se-

ries. The SARIMA model that best fits the time series was 

selected based on the Akaike Information Criteria and Bayesi-

an Information Criteria metrics. Tests were applied to the 

SARIMA model to see if the residual series is white noise. 

The paper is organized in the following way: Section 2 

provides a background of the concepts related to time series 

models. Section 3 presents the preprocessing performed on 

the data provided by the warehouse to be used by the time-

series models. Section 4 shows the empirical and statistical 

analysis applied to the data for studying its features. Section 5 

shows the selection process of the time series model. Section 

6 shows the results and discussions. Finally, Section 7 pre-

sents the conclusions of this work. 

2. TIME SERIES BACKGROUND 

According to Chris Chatfield, "a time series is a set of obser-

vations measured sequentially through time" [6]. Analyzing 

time series is usually very useful to find relationships or trend 

patterns in the variable to be analyzed. Applying time-series 

models allows forecasting the future behavior of the variable 

to be analyzed based on its historical data. 

A time series consists of four components [7], [8]: 

1. Trend. It refers to the behavior of the time series. Its 

direction and slope can remain constant or change 

throughout the series. It can be linear, stochastic, or 

deterministic. When it remains stagnant, it means there 

is no trend. 

2. Seasonality. It is when the series presents regular sea-

sonal patterns, that is, periodic variations, such as an-

nual, monthly, quarter changes, etc. These patterns are 

generally of a fixed nature; that is, they are associated 

with some calendar aspect (for example, days, months, 

years). 

3. Cycles. It represents a pattern that repeats itself over 

time. It is similar to the seasonal component; however, 

the cyclical effect patterns are not of fixed duration; 

that is, their duration varies from one cycle to another. 

4. Irregular variation. It represents random noise, that is, 

the residual variations of the series after being divided 

into the three previous components. When this com-

ponent is completely random (i.e., not autocorrelated), 

it is known as white noise, which is analyzed to esti-

mate the adequacy of a time-series model. 

A time series can be either stationary or non-stationary. It is 

stationary when it does not have a trend or seasonal effects 

and its mean or variance are consistent over time. It is worth 

mentioning that the statistical modeling methods require that 

the time series be stationary since they are easier to model. 

Non-stationary series exhibit seasonal patterns and trends, and 

their mean and variance change over time. Statistical model-

ing methods require making the data stationary, removing 

these components. 

There are different time-series models such as (a) Simple 

Exponential Smoothing for data without trend or seasonality, 

(b) Holt’s Linear Trend model for data with a trend but no 

seasonality, (c) Holt-Winters Seasonal model for data with 

trend and/or seasonality, (d) Autoregressive Integrated Mov-

ing Average (ARIMA) models (also known as Box–Jenkins 

models), among others. As can be imagined, choosing a time-

series model depends on the features of the time series, which 

is crucial for achieving the expected results. Of the aforemen-

tioned models, Holt-Winters Seasonal and a modification of 

ARIMA, called SARIMA, were implemented in this paper. 

3. DATA PREPROCESSING 

The database provided by the assembly plant contains the 

inventory movements generated from the year 2017 to Sep-

tember 2020 of the parts handled by the warehouse. When a 

part is used to fulfill a customer service order, an outbound 

inventory movement is recorded with the date the movement 

was made, thus forming a time series for each part. 
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The records in this database are made up of the attributes: 

material name, description, type of movement, plant, location, 

quantity, and PostingDate. Of these attributes, PostingDate 

was chosen as a period for the time-series model because it 

represents the date on which the movements were made. Ad-

ditionally, outbound inventory movements of each part were 

counted to represent the value of the independent variable.  

Due to the way the warehouse operates, the count of out-

bound inventory movements was grouped monthly to form the 

periods for each of the parts. The monthly movements of each 

of the parts were stored in different .csv files. It is worth men-

tioning that so far, the time-series models described in this 

paper have only been implemented in the part with the highest 

demand in the historical data. Figure 1 shows the histogram of 

movements of the part with the highest demand in the histori-

cal data. 

 
Fig. 1. Histogram of the part with the highest demand in the historical data. 

4. DATA ANALYSIS 

Before selecting the time-series model, it was determined 

whether the time series data exhibits trend and seasonal ef-

fects. To determine if the data exhibits trend and seasonal 

effects, the following analyzes were performed: (a) empirical 

visual analysis and (b) statistical tests. 

 

4.1 Empirical visual analysis 

Figure 2 shows the time series corresponding to the part with 

the highest number of movements in the warehouse inventory. 

At first glance, it is difficult to determine whether the data is 

seasonal. 

In order to visually perform an exploratory analysis of the 

time series, it was decomposed into the trend (𝑇𝑡), seasonality 

(𝑆𝑡), and residual (𝐸𝑡) components, shown in Figures 3 to 5, 

respectively. This decomposition allows better identification 

of the underlying patterns of the time series. A classical addi-

tive decomposition was used because the seasonal variation 

has the same magnitude over time where each value (𝑌𝑡) of 

the time series is the sum of these three components, as shown 

in Equation (1): 

𝑌𝑡 = 𝑇𝑡 + 𝑆𝑡 + 𝐸𝑡                                (1) 

In Figure 3 is observed that the trend increases or de-

creases based on time; that is, the mean changes over time. In 

Figure 4, a seasonal effect is perceived; that is, a repeated 

pattern is shown. Based on the above, it is suspected that the 

series could be non-stationary. Also, the residuals displayed in 

Figure 5 do not show a stable pattern and are not close to 0. 

 
Fig. 2. Time series of the part with the highest number of movements. 

 

Fig. 3. Trend component. 

 

Fig. 4. Seasonal component. 

 

Fig. 5. Residual component. 

4.2 Statistical tests to determine seasonality 

A non-stationary time series shows seasonal effects and 

trends. If a time series is non-stationary, it means that the 

mean and the variance are not constant; that is, they change 

over time. Some forecasting models are susceptible to non-

stationary time series. For this reason, before applying a time-

series model to a series, it is necessary to know if the time 

series is non-stationary. 

To reinforce the empirical analysis presented in Sec-

tion 4.1, the Augmented Dickey-Fuller (ADF) test [9] was 

used to determine if a series is non-stationary. Additionally, 

the Kwai-towski-Phillips-Schmidt-Shin (KPSS) test [10] was 

also applied to determine if the series is stationary. 

ADF is a statistical test known as the unit root test. The 

purpose of the test is to determine the strength with which a 

time series is defined by a trend. The null hypothesis of the 
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test is that there is a unit root in the time series, that is, that the 

series is not stationary. The alternative hypothesis of the test is 

that there is no unit root in the time series, that is, that the 

series is stationary. 

If the p-value ≥ 0.05, the test fails to reject the null hy-

pothesis (the series has a unit root, that is, it is non-stationary). 

If the p-value < 0.05, the test rejects the null hypothesis (the 

series does not have a unit root, that is, it is stationary). 

After applying the ADF test, the computed p-value was 

0.650, so fail to reject the null hypothesis, and it is confirmed 

that the time series is non-stationary. 

On the other hand, the KPSS test is a statistical test used 

to analyze the stationarity of a series based on a deterministic 

trend. The null hypothesis of the test is that the time series is 

stationary. The alternative hypothesis of the test is that the 

time series is not stationary. 

If the p-value ≥ 0.05, fail to reject the null hypothesis (the 

series is stationary). If the p-value < 0.05, reject the null hy-

pothesis (the series is non-stationary).  

After applying the KPSS test, the computed p-value was 

0.069, so it fails to reject the null hypothesis, and it is con-

firmed that the time series is stationary. 

Because the ADF test confirms that the series is non-

stationary and the KPSS test indicates that it is stationary, the 

series had to be transformed as described in Section 5.2. 

5. TIME SERIES MODEL SELECTION 

Because the time series exhibits a pattern in the seasonal 

component, shown in Figure 4, forecasting models that con-

sider seasonality were considered. The models considered 

were Holt-Winters Seasonal and Seasonal ARIMA (SARI-

MA). These models were implemented through the Stats-

Models library in the Python language. Statsmodels is a suite 

of high-level statistical models that allows for statistical tests 

and data exploration [11]. 

To determine the best forecasting model, the metrics 

commonly used in classical time series, Akaike Information 

Criteria (AIC) [12] and Bayesian Information Criteria (BIC) 

[13], were considered. 

 

5.1 Holt-Winters Seasonal model 

The Holt-Winters model [14] that extends the Holt model is 

used to predict time series data that contain trends and season-

al components. It contains three smoothing equations for the: 

level of the series, trend, and seasonal components. 

There are two versions of this model described in [7], [15], 

[16], whose difference lies in how the seasonality is modeled, 

additive and multiplicative versions. The additive version is 

suitable when variations are independent of the level and the 

multiplicative version when seasonal variations are changing 

proportionally to the level of the series. 

Analyzing the seasonal fluctuations shown in Figure 2, it 

was not observed that these increase in magnitude with the 

level of the series. For this reason, the additive version was 

used. Equation (2) is applied to smooth the level of the series. 

Equation (3) to smooth the trend. Equation (4) to smooth the 

seasonal components. Equation (5) to forecast the next h val-

ues of the time series. 

𝐿𝑡 = 𝛼(𝑌𝑡 − 𝑆𝑡−𝑀) + (1 − 𝛼)(𝐿𝑡−1 + 𝑇𝑡−1)  (2) 

𝑇𝑡 = 𝛽(𝐿𝑡 − 𝐿𝑡−1) + (1 − 𝛽)𝑇𝑡−1   (3) 

𝑆𝑡 = 𝛾(𝑌𝑡 − 𝐿𝑡) + (1 − 𝛾)𝑆𝑡−𝑀   (4) 

𝑌𝑡+ℎ = 𝐿𝑡 + (ℎ)𝑇𝑡 + 𝑆𝑡−𝑀−ℎ   (5) 

where: 

𝑌𝑡+1  is the forecast value at time 𝑡 + 1. 

𝐿𝑡  is the level at time 𝑡. 

𝑇𝑡 is the trend value at time 𝑡. 

𝑆𝑡 is the seasonal value at time 𝑡. 
𝛼, 𝛽, 𝛾 are smoothing parameters. 

ℎ is the forecast horizon. 

𝑀 is the number of seasonal periods; 

0 ≤ 𝛼 ≤ 1; 0 ≤ 𝛽 ≤ 1; 0 ≤ 𝛾 ≤ 1. 

Different combinations of values in the smoothing_level 

(SL), smoothing_slope (SSL), smoothing_seasonal (SSE), and 

seasonal_period (SP) parameters were tested using brute 

force to identify the best model. The values used in each pa-

rameter were 0, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1. The 

time used in this experimentation was 343.89 seconds using a 

computer with an Intel Corte i7-8650U @ 1.90GHz 2.11GHz 

processor, 16 GB RAM, and Windows 10 pro 64-bits operat-

ing system. Table 1 shows the three best models that obtained 

the lowest values in the AIC and BIC metrics. Of these, the 

best model was Holt-Winters Seasonal (0.8, 0.1, 0.0)12 with 

AIC=212.880 and BIC=238.217 whose parameters were 

SL=0.8, SSL=0.1, SSE=0.0 and SP=12. 

TABLE 1 

BEST HOLT-WINTERS SEASONAL ADDITIVE MODELS  

Model (SL,SSL,SSE)SP AIC BIC  

(0.8, 0.1, 0.0)12 212.880 238.217  

(0.9, 0.1, 0.0)12 212.899 238.235  

(0.7, 0.2, 0.0)12 212.968 238.304  

 

5.2 ARIMA models 

In addition to smoothing techniques, ARIMA models were 

also used. 

ARIMA (Auto-Regressive Integrated Moving Average) 

models are formed by three components: AR for the auto-

regressive component, I for the integrated component, and MA 

for the moving average component. It is usually expressed 

with the notation: ARIMA (p, d, q) where p represents the 

number of correlated lags to be included in the AR compo-

nent, d the number of times that the raw observations were 

differenced, and q the size of the moving average window [8]. 

The parameters p, d, and q are non-negative integers that 
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indicate the order of the different components of the model. 

The AR (p) and MA (q) components are predictors that ex-

plain the autocorrelation, and the I component indicates the 

order of differentiation that has been applied to the time series 

to leave the series stationary, since before including AR or 

MA terms, the series must be stationary. 

SARIMA models are a modification of ARIMA to support 

a seasonal time series. They are usually expressed as ARIMA 

(p, d, q)×(P, D, Q)s where p, d, and q are the non-seasonal 

parameters, P, D, Q the seasonal component of the time se-

ries, and s is the seasonal periodicity. SARIMA models are 

defined from Equations (6) to (10). 
 

φ𝑝(𝐵)ϕ𝑃(𝐵
𝑠)𝑑(1 − 𝐵𝑠)𝐷𝑌𝑡 = 𝜃𝑞(𝐵)𝛩𝑄(𝐵

𝑠)𝜀𝑡 (6) 

φ𝑝(𝐵) = 1 − ϕ1𝐵 − ϕ2𝐵
2 −⋯− ϕ𝑝𝐵

𝑝  (7) 

φ𝑝(𝐵
𝑠) = 1 − ϕ𝑠𝐵

𝑠 −ϕ2𝑠𝐵
2𝑠 −⋯−ϕ𝑃𝑠𝐵

𝑃𝑠 (8) 

𝜃𝑞(𝐵) = 1 − 𝜃1𝐵 − 𝜃2𝐵
2 −⋯− 𝜃𝑞𝐵

𝑞  (9) 

𝛩𝑄(𝐵
𝑠) = 1 − 𝛩𝑠𝐵

𝑠 − 𝛩2𝑠𝐵
2𝑠 −⋯− 𝛩𝑄𝑠𝐵

𝑄𝑠 (10) 
 

where: 

φ𝑝(𝐵):  Polynomial of order p that represents the non-

seasonal autoregressive component. 

ϕ𝑃(𝐵
𝑠)𝑑: Polynomial of order P that represents the seasonal 

autoregressive component. 

𝜃𝑞(𝐵):  Polynomial of order q that represents the non-

seasonal moving average component. 

𝛩𝑄(𝐵
𝑠):  Polynomial of order Q that represents the season-

al moving average component. 

𝜀𝑡:  An independently distributed random variable 

(white noise). 

(1 − 𝐵𝑠)𝐷: Dth seasonal difference of season s. 
 

To implement SARIMA models, the four steps of the Box-

Jenkins methodology described in [17] were followed.  

 

Step 1. Stationarity of the data 

Because the ADF test indicated that the series is not stationary 

and the KPSS test indicated the opposite, the Box-Cox trans-

formation was applied to stabilize the variance of the time 

series. Subsequently, the series was differentiated to eliminate 

the trend and seasonality, resulting in a stationary time series, 

shown in Figure 6. Compared with Figure 2, the variance 

decreased, and the trend is constant; however, irregular fluc-

tuations are observed between the months of November 2018 

and March 2019. 

When both tests were reapplied, the p-value of the ADF 

test was 0.000, so the null hypothesis was rejected, indicating 

that the series is stationary. The p-value of the KPSS test was 

0.100, so the null hypothesis was not rejected, indicating that 

the series is stationary. 

 

Step 2. Identification of the model 

Subsequently, the correlogram of the series was generated to 

obtain the autocorrelation function (ACF) and the partial 

autocorrelation function (PACF). ACF and PACF plots are 

used to determine the appropriate values of p and q and their 

seasonal equivalent P and Q of the possible candidate models 

since more than one model could be considered from these 

values. It should be mentioned that in this step, subjectivity is 

presented when selecting the best model since the selection is 

based on the interpretation of the ACF and PACF plots. Fig-

ures 7 and 8 show the ACF and PACF plots of the series, 

respectively. 

 
Fig. 6. Box-Cox transformation and differencing the time series. 

 
Fig. 7. Autocorrelation function plot. 

 
Fig. 8. Partial autocorrelation function plot. 

It can be seen in the ACF plot shown in Figure 7 that the 

first lag is significant, so MA (1) component is suggested, that 

is, set q = 1. In the PACF plot shown in Figure 8, it can be 

observed that the first lag is significant, so AR (1) component 

is suggested, that is, set p = 1. Since the series was differenti-

ated only once, set d = 1. 

To define the seasonal component, it can be observed in 

the ACF plot shown in Figure 7 that lags 0 and 13 are signifi-

cant, so set Q = 1 is suggested. In the PACF plot shown in 

Figure 8, it can be observed that only lags 1, 13, and 26 are 

significant, so set P = 1 is suggested. Finally, set D = 0 and set 

the seasonal period s = 12 or 13. Therefore, SARIMA 

(1,1,1)x(1,0,1)12 or SARIMA (1,1,1)x(1,0,1)13  was identified 

as an initial model. 
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Based on the values determined from the ACF and PACF 

plots, different SARIMA models were tested to find the best 

fitting model by varying the values of their parameters be-

tween 0 and 2 for seasonal periods s = 12 and 13. This was 

because calculating all the possible combinations of values of 

the parameters of a SARIMA model by brute force can be 

computationally costly. 

Table 2 shows the three best SARIMA models that ob-

tained the lowest values in the AIC and BIC metrics. Of these, 

the best model was SARIMA (0,1,0) x (0,0,1)13 with an AIC = 

14.260 and BIC = 17.782. This model does not contain non-

seasonal components, nor does it contain seasonal autoregres-

sive components, so it only consists of one seasonal moving 

average component. 

 
TABLE 2 

BEST SARIMA MODELS 

Model AIC BIC  

(0,1,0) × (0,0,1)13 14.260 17.782  

(0,1,0) × (1,0,0)13 14.487 18.010  

(0,1,1) × (0,0,1)13 14.644 19.928  

 

Step 3. Parameter estimation 

In this step, the coefficient of the seasonal moving average 

component of the SARIMA model (0,1,0) x (0,0,1)13 was 

estimated. The estimation was performed with the Summary 

function of the trained model, which is an object of the 

SARIMAX class from the statsmodels.tsa.statespace.sarimax 

library. The parameter was estimated using the log-likelihood 

for the maximum likelihood estimation. The calculated coeffi-

cient was 𝛩1 = −0.3779. Figure 9 presents the summary of the 

model. 

Step 4: Diagnostic Checking 

After adjusting the SARIMA model, tests were applied to 

identify if the residual series is white noise, that is, that the 

residual errors do not show autocorrelation with time and that 

they are normally distributed. This gives evidence that the 

fitted model is suitable for forecasting. If the tests gave evi-

dence that the residual series was not white noise, it would 

indicate the need to improve the model further. 

For this purpose, the plot_diagnostics function was used, 

which presents four graphs: a) standardized residual, b) histo-

gram, c) normal Q-Q, and d) correlogram. Figures 10 to 13 

show the plots generated by this function. 

The standardized residual plot in Figure 10 indicates the 

absence of trend and constant variance with a mean approach-

ing zero. The histogram plot in Figure 11 shows that the re-

siduals follow the bell curve distribution (normal distribution). 

The normal Q-Q plot in Figure 12 indicates that most residu-

als fit a straight line which suggests that they are normally 

distributed. Finally, the ACF plot in Figure 13 indicates that 

the residuals are not autocorrelated with time. 

Additionally, the Ljung-Box Q [18] and Heteroskedasticity 

test were applied. The null hypothesis of the Ljung-Box Q test 

is that the data is distributed independently. The alternative 

hypothesis is that the data is not distributed independently. 

After applying the Ljung-Box test, the computed p-value was 

0.98, so fail to reject the null hypothesis, and it is confirmed 

that the data is distributed independently. The null hypothesis 

of the Heteroskedasticity test is that the variance of the resid-

ual series is constant, that is, not heteroskedasticity. The alter-

native hypothesis is that heteroskedasticity exists. After apply-

ing the Heteroskedasticity test, the computed p-value was 

0.66, so fail to reject the null hypothesis, and it is confirmed 

no heteroskedasticity. 

 
Fig. 9. Summary of the SARIMA model (0,1,0) × (0,0,1)13. 
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Fig. 10. Standarized residual plot of the SARIMA model (0,1,0) × (0,0,1)13. 

 

Fig. 11. Histogram plot of the SARIMA model (0,1,0) × (0,0,1)13. 

6. RESULTS AND DISCUSSION 

The forecast values of the Holt-Winters Seasonal (0.8, 0.1, 

0.0)12 and SARIMA (0,1,0) × (0,0,1)13 models were com-

pared. To compare performance, the error metrics Mean Abso-

lute Percentage Error (MAPE) and Root Mean Square Error 

(RMSE) were used, expressed in Equations (11) and (12), 

respectively. 
 

𝑀𝐴𝑃𝐸 =
1

𝑁
∑ |

𝑦𝑖−𝑦𝑖̂

𝑦𝑖
|𝑁

𝑖=1 ,   (11) 
 

𝑅𝑆𝑀𝐸 = √
∑ (𝑦𝑖−𝑦𝑖̂)

2𝑁
𝑖=1

𝑁
,   (12) 

 

where: 

𝑦𝑖 is the actual value. 

𝑦𝑖̂ is the forecast value. 

𝑁 is the number of fitted points. 

 

Fig. 12. Normal QQ plot of the SARIMA model (0,1,0) × (0,0,1)13. 

 

Fig. 13. Correlogram plot of the SARIMA model (0,1,0) × (0,0,1)13. 

The dataset was divided into 80% for training and 20% for 

testing the models. The forecast values estimated by each 

model were compared against the real values of the test set, 

and the RMSE and MAPE metrics were used to measure the 

error. Table 3 shows the comparison of the results of the 

RMSE and MAPE metrics. Figures 14 and 15 show the fore-

cast values generated by the Holt-Winters Seasonal and 

SARIMA models, respectively. 

TABLE 3 

COMPARATIVE RESULTS 

Model RMSE MAPE AIC BIC 

SARIMA (0,1,0) × (0,0,1)13 7.55 15.09 14.260 17.782 

Holt-Winters (0.8,0.1,0.0)12 40.03 95.88 212.880 238.217 
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As can be seen in Table 3, the SARIMA (0,1,0) × (0,0,1)13 

model had the best performance since it obtained the lowest 

values in the RMSE and MAPE metrics. Additionally, it is 

worth mentioning that this model also obtained the lowest 

values in the AIC and BIC metrics with 14.260 and 17.782, 

respectively, against 212.880 and 238.217 obtained by the 

Holt-Winters Seasonal model.  

Because the historical data provided by the warehouse 

was grouped monthly as mentioned above, the dataset corre-

sponding to the time series used was generated with 45 obser-

vations. Despite being few observations, it can be seen from 

the results that the SARIMA models shown in Table 2 are 

better than those obtained by the Holt-Winter Seasonal mod-

els shown in Table 1. The possible cause of the Holt-Winter 

Seasonal models could not achieve a better performance could 

be that they could not adequately capture the seasonality of 

the time series due to the few observations in the dataset, 

which could indicate that the SSE value was set to 0. 

7. CONCLUSIONS 

In this work, the case of an assembly plant located in Cd. 

Juárez, Chihuahua, to forecast the future demand of one of the 

parts of the inventory was presented. Historical data between 

January 2017 and September 2020 was used. 

Different Holt-Winters Seasonal and SARIMA models 

were implemented to forecast demand since the data exhibits 

trend and seasonal effects. 

For the implementation of the SARIMA models, the Box-

Jenkins methodology was used. As selection criteria for the 

best Holt-Winters Seasonal and SARIMA model, the AIC and 

BIC metrics were used. The selected models were Holt-

Winters Seasonal (0.8,0.1,0.0)12 and SARIMA 

(0,1,0) × (0,0,1)13.  

RMSE and MAPE metrics were used to determine the 

model that makes the most accurate forecasts. 

The metrics indicate that the SARIMA model has a better 

performance than the Holt-Winters Seasonal model since it 

manages to better fit the predicted data of the time-series of 

the used part. 

The results provide evidence the SARIMA model fits the 

data well when forecasting the demand for inventory parts. 

Based on the above, applying the SARIMA model to all 

the parts to know their future demand could lead to a better 

strategic relocation in the warehouse and, thus, facilitate the 

picking process. 

 
Fig. 14. Forecast values by Holt-Winters Seasonal (0.8,0.1,0.0)12 model. 

 
Fig. 15. Forecast values by SARIMAX (0,1,0) × (0,0,1)13 model. 
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with Fuzzy Walking Distance 
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Abstract—The School Bus Routing Problem is a type of Vehicle 

Routing Problem that aims to optimize the planning of bus routes for a 

school. This problem has received increased interest in the last decade. 

One of the aspects that stand out most in the progress of optimization 

problems is making them as close to reality as possible. In this sense, 

fuzzy optimization is a suitable way to do this by considering certain 

levels of uncertainty. Although the fuzzy approach has been applied to 

the Vehicle Routing Problem, it has not been so with the School Bus 

Routing Problem. Therefore, the objective of this paper is to introduce a 

fuzzy model for the School Bus Routing Problem, particularly with the 

maximum student walking distance as a fuzzy element. This fuzzy 

version of the School Bus Routing Problem allows obtaining a set of 

solutions with different trade-offs between cost and relaxation of the 

original conditions. The results obtained in 31 instances by using the 

parametric approach are analyzed, taking into account three 

characteristics of the problem: number of bus stops, number of students, 

and walking distance. It is shown that the introduced fuzzy version is 

useful for decision-makers by providing relaxed alternative solutions 

with significant cost savings. 

Index Terms—Fuzzy optimization, parametric approach, School Bus 

Routing Problem. 

1. INTRODUCTION 

HE SCHOOL Bus Routing Problem (SBRP) aims to create, 

in an optimal way, a set of routes for the transportation of 

students to their schools from different locations [1]. This prob-

lem has been extensively studied since the publication of [2]. 

The SBRP is considered a type of Vehicle Routing Problem 

(VRP) [3]. From the point of view of optimization, in the creation 

of the routes, several objectives may be taken into account, e.g., 

minimizing the total distance traveled [4] or minimizing the 

number of buses to be used [5]. Also, a set of restrictions must be 

met, e.g., the capacity of buses [6] or the entry and exit times to 

schools [7]. The SBRP has been applied in different settings, e.g., 

in [8], workers are transported to their places of work instead of 

students. 

On the other hand, the management of uncertainty is one of 

the ways to obtain models and solutions to situations more simi-

lar to reality. Two outstanding techniques for uncertainty man-

agement are stochastic approximations [9] (where some of the 

elements of the problem present a random behavior) and fuzzy 

optimization [10], where some elements involve certain levels of 

subjectivity or ambiguity. 

In the case of fuzzy optimization, there are several studies on 

its application in VRP, its variants, and in other optimization 

routing problems. For example, in [11], several models were 

developed for variants of the VRP with imprecise travel times 

modeled as fuzzy triangular numbers. The authors of [12] present 

a fuzzy multi-objective optimization problem to model single 

frequency routes bus timetabling and solve the model by a kind 

of genetic algorithm. In [13], a model for the Truck and Trailer 

Routing Problem (TTRP) with imprecise capacity restrictions and 

fuzzy treatment was proposed. More recently, [14] presented an 

integrated production inventory routing problem (IRP) with fuzzy 

approximation in the demand of retailers. Likewise, in [15], the 

Fuzzy Green Vehicle Routing Problem (FGVRP) is considered 

for the design of a supply chain, where customer demands are 

considered fuzzy. Finally, the authors of [16] introduced a Fuzzy 

Electric Vehicle Routing Problem with time windows and re-

charging stations (FEVRPTW), where fuzzy numbers were used 

to treat the uncertainty of service times, battery energy consump-

tion and travel times. 

As it has been shown, in these examples of VRP models and 

their variants, various aspects have been considered fuzzy, such 

as travel time, service times, customer demand, or vehicle capaci-

ty. However, to the best of our knowledge, similar techniques 

have not been applied to SBRP. Particularly in the SBRP, one of 

the elements that can be treated as fuzzy is the student's walking 

distance to reach the bus stops. The distance has been treated as a 

fuzzy element in other optimization problems, such as the 

MCLP [17] from the point of view of coverage, with interesting 

results. 

When modeling the student walking distance as a fuzzy ele-

ment, the decision-maker interested in the solution of an SBRP 

would have the opportunity to obtain a diverse set of solutions 

with different trade-offs between the relaxation of the original 

constraints and the optimization objectives. With this set of solu-

tions, the decision-maker could select among them the one that 

most satisfies a particular interest. For example, assume an SBRP 

instance where the objective is to minimize the total distance 

traveled by buses and the student's walking distance is restricted 

to 300 meters. In this situation, the best solution, which is the 

sum of all routes, may have a cost of 15 kilometers. However, if 

the walking distance is considered a fuzzy constraint, it may be 

treated in a relaxed way. For example, if the walking distance is 

increased to 350 meters, the best solution may decrease to 13.5 

kilometers, while if the limit is increased to 400 meters, the best 

solution may be 13 kilometers. Hence, the decision-maker would 

have three options. 

In the previous example, a linguistic value can be used to clas-

sify the distance between students and stops. This linguistic value 

can be “admissible” or “not admissible.” When the student's 
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walking distance is treated as fuzzy, this distance can be “admis-

sible” with different degrees of satisfaction in [0,1]. 

Taking these antecedents into account, the objective of this 

work is to introduce a fuzzy model of the SBRP and thus to 

demonstrate its impact on solving this type of problem. In partic-

ular, in the proposal, the restriction that limits the maximum 

student's walking distance becomes fuzzy. 

The rest of the document is organized as follows. Section 2 

addresses the general characteristics of the SBRP and a study of 

the literature on the subject. In Section 3, the mathematical model 

and its fuzzy approach for the SBRP are presented. Section 4 

presents and discusses the experimental results. Finally, the con-

clusions and future work are presented in Section 5. 

2. SCHOOL BUS ROUTING PROBLEM 

The School Bus Routing Problem (SBRP) is defined to ensure an 

optimal transportation policy for the students of a school or 

school district. It was identified as a problem in [2] more than 60 

years ago. However, it is not until the last decades that contribu-

tions to the modeling and solution of this problem have in-

creased. 

According to [18] and [19], the SBRP can be divided into five 

sub-problems: 1) Preparation of data, 2) Selection of bus stops, 3) 

Generation of routes, 4) Route calendar, and 5) Adjustment to 

school bell time. On the other hand, [20] suggests that the prepa-

ration of the data (1) can be part of each sub-problem, and there-

fore treats it as such and not as a sub-problem. Likewise, it de-

scribes a new sub-problem proposed in [21] called strategic 

transportation policies (6). 

There are several approaches for modeling and solving SBRP 

(see [19] and [20]). In this way, the SBRP sub-problems can be 

classified according to: 

1. Number of schools: one or multiple schools. 

2. Service environment: urban or rural. 

3. Load type: distinguishes whether a bus can carry students to 

more than one school. Mixed loads generally refer to allow-

ing a bus to carry students from multiple schools. 

4. Fleet mix: identifies whether the buses under consideration 

have the same capacity (homogeneous) or varying capacities 

(heterogeneous). 

5. Objective: generally, it is the minimization of one or more of 

the following aspects: 

a. Number of buses (N). 

b. Total bus traveled distance or time (TBD). 

c. The total student riding distance or time (TSB). 

d. Total student walking distance (SWD). 

e. Maximum route length (MRL). 

6. Constraints: normally, in each SBRP model, it is proposed to 

meet one or more of the following conditions: 

a. Vehicle capacity (C). 

b. Maximum riding time (MRT). 

c. School Time Window (TW). 

d. Maximum walking time or distance (MWT). 

From the solution point of view, multiple approaches have 

been used, including some exact, heuristic, and metaheuristic 

algorithms. Before the study presented in [19], only a few solu-

tions based on metaheuristics could be found. However in the last 

10 years, the interest in SBRP has substantially increased and 

especially the use of metaheuristic algorithms [20], such as Ge-

netic Algorithms (e.g. [22], [23], [24]), Ant Colonies (e.g. [25], 

[26], [27]), Simulated Annealing (e.g. [28]), Tabu Search (e.g. 

[29], [30]) and GRASP (e.g. [31], [32], [33]). The use of me-

taheuristics in the SBRP solution is mainly due to the increase in 

size and complexity of the instances to be solved. Furthermore, 

these algorithms have been shown to provide good solutions to 

other combinatorial optimization problems similar to the SBRP. 

3. MATHEMATICAL MODEL 

In [34], a metaheuristic solution for SBRP with bus stops selec-

tion and homogeneous fleet was presented. The objective was to 

minimize the total distance traveled by the buses, with constraints 

related to the bus capacity and the students walking distance. 

The fuzzy model presented here is a fuzzy extension of the 

model presented in [34]. The main difference is that the model 

presented here allows a relaxation of the student's walking dis-

tance. In general terms, the new model is described in terms of 

the variables used in [34]. 

 

3.1 Variables 

Input variables 

c: Capacity of each bus. 

b: Number of buses. 

d: Maximum students walking distance. 

P: Set of possible stops. 

E: Set of students. 

Cp: A set of vectors with coordinate pairs of the possible stops. 

Ce: A set of vectors with pairs of coordinates of the house of each 

student. 

Auxiliary Variables 

Cij: Cost matrix between each pair of stops (i, j). 

D: A distance that indicates the cost between a pair of stops or 

between a student and a bus stop. Euclidian distance is used. 

cp
i: Are the coordinates of the stop located on the i index of Cp. 

Cij = {
D(cp

i , cp
j), i ≠ j

0, i = j
 ∀i, ∀j ∈ P  (1) 

Spe: Binary matrix. 1 if the student j can reach the stop i, and 0 

otherwise. 

ce
j: Are the coordinates of the student located on the j index of 

Ce. 

p0: This is the first element of P, which means the location of the 

school. 

≤𝑓: Indicates the imprecision of the constraint (2). 

Spe = {
1, D(cp

i , ce
j) ≤f d

0, D(cp
i , ce

𝑗) >f d
j ∈ E, i ∈ P − {p0}  (2) 

Decision Variables 

Rkm: Indicates the stop that is visited by the bus k in the order m. 

Ze: Indicates the stop where the student e is picked up 
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3.2 Objective Function and Constrains 

Objective Function 

Min ∑ ∑ C[Rkm][Rkm+1]
|P|−1
m=1

b
k=1    (3) 

Constrains 

|{Rkm|Rkm = p}| ≤ 1  

∀p ∈ P − {p0}, ∀k ∈ {1, … , b}, ∀m ∈ {1, … , |P|}  (4) 

{(e, p)|Ze = p} ⊆ {(e, p)|Spe = 1}  

∀e ∈ E, ∀p ∈ P     (5) 

|{e|∃m Rkm = Ze}| ≤ c  

m ∈ {0, … , |P|}, ∀k ∈ {1, … , b}, ∀e ∈ E  (6) 

|{Rkm|Ze =  Rkm}| = 1  

∀e ∈ E      (7) 

The objective function, equation (3), minimizes the total dis-

tance traveled by the entire bus fleet. Equations (4), (5), (6) and 

(7) represent the restrictions that must be met for the solution to 

be feasible. Equation (4) guarantees that each stop is visited at 

most once, except for stop p0, which represents the school, the 

final destination of all buses. Equation (5) ensures that each stu-

dent can reach their assigned bus stop. Equation (6) takes into 

account that the capacity of each bus is not exceeded on the 

route. And, finally, with Equation (7), it is guaranteed that each 

stop to which at least one student is assigned is visited by a bus. 

Concerning the model introduced in [34], the difference is that 

the model in [34] wasn't fuzzy. Particularly, the fuzzy nature of 

the model presented here is related to equation (2), where the 

fuzzy operators (>f, ≤f) are used, replacing the crisp operators (>
, ≤) used in [34]. 

3.3 Fuzzy model for SBRP 

As can be seen in the previous model, restriction (5) depends on 

the value of the auxiliary variable Spe. This is the focus of the 

proposed fuzzy model. The new way of posing this constraint 

implies that the feasibility of a student reaching a stop becomes 

fuzzy (i.e., not crisp) and therefore has different degrees of mem-

bership.  

Taking this element into account, if the maximum walking 

distance for students is 200 meters, then a student that walks 190 

meters satisfies it with a grade of 1. On the other hand, if a stu-

dent walks 210 meters, the degree of membership (degree of 

satisfaction of this constraint) may be less than 1, but higher than 

if the stop is 250 meters away. Conversely, a stop that is located 

500 meters away could be considered unreachable. All these 

values (e.g., 200, 500) will depend on the admissible conditions 

and the allowed tolerance. These values will imply that solutions 

will have different degrees of compliance with the restrictions. 

From the decision-making point of view, this relaxation allows a 

small increase in the distance that the students could walk to find 

a relaxed solution with a better value of the objective function 

(reduced cost). 

To model this situation, it is necessary to define a tolerance H, 

which determines the maximum admissible distance that a stu-

dent could walk. Fig. 1 shows the function to measure the degree 

of compliance with the restriction taking into account the dis-

tance d and the tolerance H. 

 

Fig. 1. Membership function of the compliance of the constraint associated 

with the student walking distance. 

To understand this function, having d as the original maxi-

mum student walking distance and H as the maximum admissible 

tolerance, a student located at any distance less or equal to d has a 

degree of compliance of 1. On the other hand, if the student is 

located at any distance between d and d+H, it has a degree of 

compliance in the interval [0,1]. Finally, if the student location is 

at any distance greater than d+H to a stop, the degree of compli-

ance is 0, and then it is assumed that the student can't reach the 

stop. 

This is a linear function, and the parametric approximation 

method [10] can be applied based on the principles of parametric 

linear programming and the concept of alpha-cuts [10]. The con-

cept of alpha-cut applied to this case implies that different sets of 

feasible solutions are associated with a particular value of alpha, 

i.e., those solutions with a degree of feasibility (the accomplish-

ment of the original conditions) equal or greater than alpha. Con-

sequently, with smaller values of alpha, some relaxed solutions 

are considered feasible. Then, instead of using the previous ex-

pression (2) now the expression (8) is used to obtain Spe: 

 Spe = {
1, D(cp

i , ce
j) ≤ d + H(1 − α)

0, D(cp
i , ce

j) > d + H(1 − α)
  (8) 

With this change, when α = 1 the problem remains crisp, and 

then students can only reach those bus stops that are at the maxi-

mum original walking distance, i.e., it is the most restrictive case. 

On the other hand, when α = 0, students are allowed to reach 

those bus stops that are at the maximum original distance plus the 

maximum tolerance, i.e., it is the greatest relaxation. 

3.4 Solution approach of the fuzzy SBRP model 

To illustrate the solution of the new fuzzy SBRP model, we use 

the parametric approach. In Fig. 2, a diagram gives a general 

picture of this approach, where a fuzzy problem (P~) is trans-

formed into a set of crisp problems (⋃ P∝∝ ), where each problem 

corresponds to a different value of alpha (∝). A solution is found 

for each of these crisp problems (S∝) and finally, the set of these 

solutions (⋃ S∝∝ ), each associated with each alpha value, forms 

the solution of the original fuzzy problem (S~).  
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Fig. 2. Descriptive diagram of the parametric approach [35]. The cycle starts 

in the upper left corner. 

To solve each crisp instance, any of the available solution 

methods for SBRP may be used. Here, we use the metaheuristic 

method presented in [34] to solve each crisp problem. This meth-

od consists of a metaheuristic that combines two heuristic algo-

rithms for the construction of the initial solution with a local 

search strategy that has a probabilistic-based selection mecha-

nism for mutation operators. 

The first heuristic is in charge of assigning each student to a 

bus stop, while the second is in charge of building the routes for 

each bus that start from the school and go through each stop 

where there is at least one assigned student, to finally go back to 

school. This last heuristic has a greedy approach. 

Four mutation operators are available for the selection mecha-

nism for local search: Swap, Two-opt, Section swap, and Reorder. 

In [34] this method was validated in the solution of the test in-

stances previously used in [31]. These previous results demon-

strate the efficacy of this metaheuristic approach that can reach 

the best-reported solutions in several instances and good solu-

tions in all cases. 

4. RESULTS AND DISCUSSION 

To validate the proposed fuzzy model for SBRP, as well as the 

algorithms used in its solution, 31 instances of problems were 

selected from the set studied in [34]. The characteristics of these 

instances can be seen in Table 1. In the case of the column Max-

imum Walking Distance for students, the unit for the values is 

“unit” in a Euclidean plain because the instances are artificial and 

a generic approach was applied. In a practical situation, each 

distance may be expressed in terms of meters or minutes. 

Following what was stated in [36], these instances can be 

grouped according to the number of bus stops, a key element of 

SBRP. Particularly, there are six instances with 5, 10, and 40 bus 

stops, eight instances with 20 bus stops, and five instances with 

80 bus stops. 

Taking into account that the instances in Table 1 are the origi-

nal crisp instances, each one induces an instance of the proposed 

fuzzy model. For the creation of these fuzzy instances, the toler-

ance was set to 20% of the original walking distance, i.e., H = 0.2 

* d. Following the parametric approach, five values of alpha 

allow different relaxation for each fuzzy instance, thus allowing 

different degrees of membership to the crisp case, α ∈ {0, 0.25, 

0.5, 0.75, and 1}. By combining these alpha values, the solution 

of the 31 fuzzy instances derived in the solution of 31 × 5 = 155 

crisp instances. 

TABLE 1 

CHARACTERISTICS OF THE 31 INSTANCES 

Id Instance 
Stops 

count 

Students 

count 

Maximum 

walking 

distance 

for students 

Capacity 

of the buses 

1 Inst6 5 25 20 50 

2 Inst9 5 50 5 25 

3 Inst11 5 50 10 25 

4 Inst15 5 50 40 25 

5 Inst21 5 100 20 25 

6 Inst24 5 100 40 50 

7 Inst27 10 50 10 25 

8 Inst32 10 50 40 50 

9 Inst33 10 100 5 25 

10 Inst37 10 100 20 25 

11 Inst40 10 100 40 50 

12 Inst42 10 200 5 50 

13 Inst54 20 100 20 50 

14 Inst55 20 100 40 25 

15 Inst56 20 100 40 50 

16 Inst57 20 200 5 25 

17 Inst60 20 200 10 50 

18 Inst64 20 200 40 50 

19 Inst70 20 400 20 50 

20 Inst72 20 400 40 50 

21 Inst78 40 200 20 50 

22 Inst79 40 200 40 25 

23 Inst80 40 200 40 50 

24 Inst84 40 400 10 50 

25 Inst90 40 800 5 50 

26 Inst95 40 800 40 25 

27 Inst97 80 400 5 25 

28 Inst99 80 400 10 25 

29 Inst102 80 400 20 50 

30 Inst108 80 800 10 50 

31 Inst112 80 800 40 50 

 

Table 2 shows the best solution value obtained for each in-

stance from 30 executions of the metaheuristics described in [34] 

with 10,000 evaluations of the objective function. Each row 

constitutes the fuzzy solution for each instance of the fuzzy prob-

lem. 

From these results, it can be observed that in 6 instances were 

obtained five different solutions, one for each level of relaxation 

or alpha-cut. In other instances, a reduced number of different 

solutions are obtained because some more relaxed cases do not 

imply an improvement in the objective function. From the point 

of view of a decision-maker, there is no rationale to allow a 

greater relaxation of a constraint if it does not imply an im-

provement in the cost. Thus, the solutions of interest are high-

lighted in bold in Table 2 because they are relevant to the deci-

sion-maker. For example, in Inst6, only two values are highlight-

ed in bold, alpha=1 and alpha=0. That means that with the other 

alpha-cuts (0.75, 0.5, 0.25), the solution is not better than the 

solution with alpha=1; thus, these solutions should not be taken 

into account. 
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TABLE 2 

RESULTS OBTAINED FOR THE 31 FUZZY INSTANCES 

Instance 
Alpha 

1 0.75 0.5 0.25 0 

Inst6 110.058 110.058 110.058 110.058 97.773 

Inst9 286.681 286.681 286.681 286.681 286.681 

Inst11 193.551 193.551 193.551 175.911 175.911 

Inst15 13.794 11.072 9.069 9.069 9.069 

Inst21 159.909 159.909 159.909 159.909 159.909 

Inst24 39.807 39.807 33.036 24.167 12.033 

Inst27 266.064 266.064 266.064 266.064 254.194 

Inst32 56.882 32.797 32.797 25.791 25.791 

Inst33 403.178 403.178 403.178 403.178 403.178 

Inst37 220.359 220.359 198.066 173.156 173.156 

Inst40 38.360 38.360 36.690 24.545 21.231 

Inst42 506.060 506.060 506.060 506.060 506.060 

Inst54 216.126 176.256 156.128 148.115 148.115 

Inst55 57.540 43.106 35.732 31.920 18.805 

Inst56 28.327 18.872 18.872 8.346 4.172 

Inst57 932.522 928.684 928.684 928.684 928.684 

Inst60 488.853 488.622 488.232 477.221 468.663 

Inst64 55.197 55.197 32.686 30.206 28.894 

Inst70 340.791 330.395 330.395 330.395 328.709 

Inst72 95.540 79.565 63.200 63.200 63.200 

Inst78 354.306 333.627 326.656 284.662 247.585 

Inst79 95.226 89.373 63.636 63.636 63.636 

Inst80 72.364 50.971 34.724 24.971 21.628 

Inst84 840.655 840.655 800.118 800.118 800.118 

Inst90 1376.405 1376.405 1376.405 1364.521 1364.521 

Inst95 418.702 404.616 393.256 393.256 393.256 

Inst97 1686.818 1686.818 1686.818 1686.818 1686.818 

Inst99 1401.222 1401.222 1354.376 1354.376 1300.822 

Inst102 566.535 513.113 474.049 439.875 427.293 

Inst108 1459.557 1393.490 1393.490 1393.490 1368.123 

Inst112 142.167 131.811 122.653 108.354 103.563 

Of the instances with five interesting solutions, instances 

Inst55 and Inst80 stand out because their greatest possible relaxa-

tion (α = 0) implies a cost reduction of almost 70%. Fig. 3 illus-

trates the interesting trade-off between cost (y-axis) and relaxa-

tion (alpha value in x-axis) of the fuzzy solution of the instance 

Inst80 with five solutions of interest. In this case, the solution 

value with alpha 0 was 21.6284, which represents a 0.3 fraction 

of the solution value with alpha 1, 72.3635. Therefore, 70% of 

cost reduction can be obtained in this instance when the maxi-

mum relaxation is used. 

In five of the instances, four solutions of interest were ob-

tained; in 9 instances, three possible solutions; and six instances 

offer two different solutions. On the other hand, only in five 

instances (Inst9, Inst21, Inst33, Inst42, Inst97), the relaxation 

does not contribute any improvement to the original solution, i.e., 

the most relaxed solution (α = 0) does not imply any improve-

ment. The fact that a better solution than the original one can't be 

found in these instances is mainly because the change in the 

constraints of the instance does not allow a significant change in 

the alternative stops that are available for each student.  

 

Fig. 3. Instance Inst80 solution in all membership values. 

 

Fig. 4. Saving ratios in the instances grouped by the number of bus stops. 

These results allow us to affirm that, by increasing the stu-

dents walking distance by at most 20%, considerable savings can 

be achieved in the total distance traveled by the routes and there-

fore in the fuel used. This implies that the proposed fuzzy model 

may be meaningful for a decision-maker. For example, in the 

fuzzy solution of the instance Inst80 presented in Fig. 3 it can be 

appreciated the possibility that at the cost of increasing the walk-

ing distance from 40 (α = 1, crisp) to 48 (α = 0, the most relaxed), 

a cost-saving of more than 70% is achieved. Other intermediate 

values of relaxation, values of α, and cost may also be interesting. 

Another analysis that can be made is to compare the archived 

results with solution values presented in [31]. In this comparison, 

the relaxation at any level brings a better solution in 18 instances. 

The average cost-saving in all instances is about 14%. On the 

other hand, if only the 18 instances with the best solutions are 

compared, the average cost-savings is around 25%. 

Fig. 4 shows a graph in which the average savings obtained in 

the instances can be observed according to the number of stops, 

based on the different values of α (0: the greatest relaxation; 1: no 

relaxation, i.e., the original problem). 

In Fig. 4, it can be seen that, on average, in all types of in-

stances, some savings between 4%, when the relaxation is the 

smallest one (alpha=0.75), and 35%, when the relaxation is the 

highest one (alpha=0), are achieved. In this way, the instances 

with 20 stops stand out because they allow saving almost 35% 

when the maximum relaxation is achieved. On the contrary, the 
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instances with 80 stops only allow savings of 10% with the max-

imum relaxation. According to this analysis, the relaxation of the 

walking distance seems to be less important when there are many 

stops due to the existence of multiple options in the same inter-

val. 

From another point of view, Fig. 5 shows a graph of the aver-

age proportional savings obtained for the different values of α in 

the instances, grouped by the maximum amount that a student 

can walk.  

 

Fig. 5. Saving ratios in the instances grouped by the maximum students 

walking distance. 

In this case, it can be seen how the greatest savings are 

achieved in the instances with the greatest walking distance (40), 

which is between 15% and 48% (greatest relaxation). On the 

other hand, it can be observed that in the instances with the short-

est walking distance (5), practical savings are not achieved. 

Likewise, the results can be analyzed, taking into account the 

number of students. In Fig. 6, the proportion of savings achieved 

for the different values of α is shown. In this case, the instances 

are grouped according to the number of students. Savings are 

achieved in all types of instances, the instances with 100 students 

being the ones with the most remarkable savings with values 

between 10% and 40% for the maximum relaxation. 

 

Fig. 6. Saving ratios in the instances are grouped by the number of students. 

In general, the results obtained in these instances indicate that 

intermediate values of the number of bus stops and students and 

large values of walking distances in the instances tend to allow a 

greater reduction in the cost. 

The proposed approach has the main advantage with respect 

to the solutions found in the literature. Our proposal allows the 

decision-makers to have more than one solution of interest to be 

considered; thus, they can evaluate different trade-offs between 

cost-savings and compliance with the original conditions. 

In addition, from the point of view of computational cost, the 

parametric approach can be applied in a very efficient way. The 

solution found without any relaxation can be used to search for 

the solution with the lower allowed relaxation, and then this new 

solution can be used as the starting solution for the next level of 

relaxation and so on.  

5. CONCLUSIONS 

This paper introduced a fuzzy model for the SBRP that allows 

modeling uncertainty for the constraint associated with the stu-

dent walking distance. The proposed model and its solution allow 

obtaining a fuzzy solution as a set of crisp solutions to the SBRP 

with interesting trade-offs between cost and accomplishment of 

the original maximum student's walking distance. A main contri-

bution of the proposal is the possibility of offering to the deci-

sion-maker the opportunity to analyze multiple solutions with 

different degrees of membership to the original conditions. Like-

wise, the results allow us to affirm that, at the cost of slightly 

increasing the student's walking distance; considerable savings 

can be achieved in the evaluation of the objective function. 

This research allows us to trace a way forward in the applica-

tion of fuzzy optimization in the SBRP concerning other aspects, 

e.g., the capacity of buses. Another interesting aspect is to study 

how to set the alpha values to obtain the most interesting trade-

offs between cost and relaxation. 
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Abstract—Project Portfolio Selection (PPS) is a major strategic 

decision problem faced by any organization. PPS decides how to 

invest resources into projects subject to a decision process 

influenced by multiple conflicting criteria. The portfolio’s 

compromise to the organization’s well-being has an uncertainty 

that directly affects a decision maker’s preferences (DM). 

MOEA/D is a well-known approach to tackle multicriteria 

optimization problems, and it is still open for the development of 

strategies to handle uncertainty on its search process. This work 

proposes I-MOEA/D, a new method based on a MOEA/D 

approach, to deal with DM’s uncertainty in costs and benefits of 

portfolios’ projects. The proposed novel features include (a) 

handling large numbers of objectives; (b) a method to generate 

the initial population; and (c) handling the uncertainty of 

resources, costs, and benefits through intervals. An experiment 

compared I-MOEA/D against the state-of-the-art I-NSGA-II 

algorithm in instances with two to fifteen objectives. Results 

demonstrate the competitiveness of I-MOEA/D by improving the 

quality of solution of I-NSGA-II in most instances. 

Index Terms—Decision making, uncertainty, multi-objective 

optimization, mathematics of intervals, project portfolio 

problem. 

1. INTRODUCTION 

RGANIZATIONS usually address Project Portfolio 

Selection (PPS) aided by a decision-maker (DM). The 

DM and the decision analyst often must provide information 

on portfolio values; however, such information might be in-

complete, causing a condition of uncertainty. The PPS has 

distinct solutions in state-of-the-art works; however, there is 

still a lack of research that handles uncertainty in the PPS, 

even fewer using intervals [1][2][3]. An interval is a range 

used to represent unclear projects’ values defined for organi-

zational resources, e.g., benefits, costs, requirements, times, 

synergies, partial support, among others. 

The DM is responsible for selecting the portfolio that best 

meets the organizational objectives. However, to carry out this 

activity, he or she faces difficulties in solving the PPS due to: 

the exponential complexity of the optimization problem, the 

number of involved objectives, the lack of information about 

the exact contribution of the projects to the portfolio, and the 

imprecise knowledge of the requirements or resources needed 

to complete the projects and their availability. The improper 

modeling of the previous difficulties can lead to portfolios that 

can affect the institutions’ interests. 

Carazo [4] defines a project as a temporary, unique, and 

unrepeatable process that pursues a specific set of objectives, 

which, when combined, will impact the vi-sion and mission of 

the organizations. A portfolio is a set of projects that, carried 

out in a given period, share a series of resources, among 

which there may be rela-tionships of complementarity, in-

compatibility, and synergies produced by sharing costs and 

benefits derived from the implementation of more than one 

project at a time [5].  

The proper selection of projects for a portfolio can ben-efit 

any organization based on the DM’s objectives. Therefore, a 

portfolio decision analysis can help the DMs select a subset of 

an extensive set of projects through modeling, considering 

relevant constraints, preferences, and inaccuracies in the in-

formation [6]. 

Currently, some state-of-the-art strategies to tackle with 

PPS and uncertainty are: fuzzy sets [7][8][9][10][11][12][13], 

interval analysis [14][15][16][17][18] and probability distri-

butions [19]. Some authors have also introduced modifica-

tions in the portfolio to minimize uncertainty and model the 

DM attitude to risk [20] [21][22].  

This paper proposes the analysis of an algorithm based on 

intervals as the solution to PPS under uncer-tainty. The ap-

proach uses an MOEA family algorithm (Multi-Objective 

Evolutionary Algorithms) that solves problems with many 

objectives and of interest to the scientific community. Specifi-

cally, we worked with the MOEA/D (Multi-Objective Evolu-

tionary Algorithm based on Decomposition) algorithm. The 

proposed MOEA/D, denoted I-MOEA/D for Interval Multi-

Objective Evolutionary Algorithm based on Decomposition, 

includes novel features as intervals to manage uncertainty and 

adequate handling of many-objective optimization problems. 

A developed experi-ment shows the performance of I-

MOEA/D against I-NSGA-II, an algorithm from the scientific 

O 
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literature ba-sed on NSGA-II (Non-Dominated Sorting Genet-

ic Algo-rithm II) that also handles uncertainty [10]. 

This document is structured as follows: Section 2 pro-vides 

some background on Multi-Objective PPS; also, it presents 

the proposed I-MOEA/D, initialization fun-ction, and random 

instance generator. Section 3 descri-bes the experiment con-

ducted to validate I-MOEA/D and the results; besides, it pro-

vides the analysis that demonstrates the proposed strategy’s 

advantages. Fina-lly, Section 4 summarizes the main conclu-

sions drawn from the research. 

2. PROPOSED SOLUTION 

2.1 Multi-objective Project Portfolio Selection 

Until today, Multi-objective Project Portfolio Selection (or 

just PPS) has distinct approaches that solve it [4] [5]. A solu-

tion is a portfolio composed of one or more projects. A project 

is a series of activities related to each other to reach a specific 

objective, which consumes resources. A formal definition of 

PPS with uncertainty (UPPS) is the following. 

Let the binary vector 𝑥⃗ = 〈𝑥1, 𝑥2, … ,  𝑥𝑝〉 of size p be a portfo-

lio, where p is the available projects, 𝑥𝑖 = 1 or 𝑥𝑖 = 0 repre-

sents whether or not a project i is in the portfolio, respectively.  

Let 𝑐 (𝑥⃗)  and f (𝑥⃗) = {f1 (𝑥⃗), f2 (𝑥⃗), …, fm (𝑥⃗)} be the portfolio cost 

and fitness. Let B be the budget available to form the portfo-

lio. Finally, let A= {A1, A2, …, Aa} and R= {R1, R2, …, Rr} bounds 

over specific areas and regions of interest that must be satis-

fied by the portfolio. If c(.)=[𝑐, 𝑐], f(.)=[𝑓, 𝑓], B=[𝐵, 𝐵], 

Ai=[𝐴, 𝐴], and Ri=[𝑅, 𝑅] are intervals defined by a lower 𝑙 and 

upper 𝑢 bounds then equations 1 and 2 formalize the defini-

tion of UPPS.  

 

max𝑓(𝑥⃗) = {𝑓1(𝑥⃗), 𝑓2(𝑥⃗), … , 𝑓𝑛(𝑥⃗)} (1) 

Subject to:   𝑐(𝑥⃗) ≤ 𝐵 

𝐴𝑖 ≤ 𝐴𝑖(𝑥⃗) ≤ 𝐴𝑖 

𝑅𝑖 ≤ 𝑅𝑖(𝑥⃗) ≤ 𝑅𝑖 

𝑥⃗ ∈ {0,1}𝑛 

(2) 

 

where the basic arithmetic and relational operations follow 

previously defined computations (cf., [15, 20]), e.g. 𝑓𝑖(𝑥⃗), 
𝑐(𝑥⃗), 𝐴(𝑥⃗), and 𝑅(𝑥⃗) are product of a linear combination of 

the contribution of each project i in the portfolio in fitness, 

cost, area, or region, respectively. 

 

2.2 Generate Initial Population with Exchange 

This section describes the initialization strategy for the popu-

lation of I-MOEA/D, in the presence of intervals. The process 

is simple; it chooses a project i as part of the portfolio when-

ever a random uniform value v lies under a predefined selec-

tion threshold selection,  (set to 0.5 for this research work). 

Following a trial-and-error ap-proach, the algorithm discards 

those solutions that be-came infeasible in the process. Algo-

rithm 1 shows the pseudocode of the method. 

Algorithm 1. Generation of Initial Population 

Input:  

 -Threshold selection 

 m-Objectives number 

 p-Total projects 

 a-Number of areas 

 r-Number of regions 

Output: 

 Initial population 

0.   𝑥⃗= {1, 1, …,1} 

1.  while (! Feasibility (𝑥⃗)) do 

2.     𝑥⃗= {0, 0, …,0} 

3.     for each 𝑖 ∈ {1,2,… , 𝑝} do 

4.        r=random (0,1) 

5.        If (r < ) then 

6.           xi = 1 

7.           c (𝑥⃗) += c(i) 

8.           for each 𝑗 ∈ {1, … ,𝑚} do 

9.              fi (𝑥⃗) += fj(i) 

10.           end 

11.           for each 𝑗 ∈ {1, … , 𝑎} do 

12.              Ai (𝑥⃗) += Aj(i) 

13.           end 

14.           for each 𝑗 ∈ {1, … , 𝑟} do 

15.              Ri (𝑥⃗) += Rj(i) 

16.           end 

17.        end 

18.     end 

19.  end  

20. return 𝑥  ⃗

 

Line 1 uses function Feasibility(.) to ensure a feasible solu-

tion; it validates the restrictions of the UPPS of budget, area, 

and region. 

The algorithm tests each project for inclusion into the port-

folio in Lines 4 and 5. Whenever the condition is satisfied the 

costs, and values for objectives, areas, and regions are accu-

mulated (Lines 7, 8, 11, and 14, respectively). 

Feasibility requires the addition and relational ≤ opera-

tions. Given two interval numbers E = [𝐸, 𝐸] and D = [𝐷,𝐷], 

the result of C = E + D can be computed as C = [𝐸 + 𝐷,𝐸 +

𝐷]. In the other hand, the relational operation 𝑫 ≤ 𝑬 can be 

estimated using the relational quotient defined by equation 3. 

𝑝𝐸𝐷 =
𝐸− 𝐷 

(𝐸− 𝐸)+(𝐷− 𝐷)
                            (3) 

Based on the relational quotient, equation 4 defines the pos-

sibility measure of 𝑃𝑜𝑠𝑠(𝑫 ≤ 𝑬) used to express the desired 

relationship between the intervals D and E. This work estab-

lishes that 𝑃𝑜𝑠𝑠(𝑫 ≤ 𝑬)  0.5. 

𝑃𝑜𝑠𝑠(𝑫 ≤ 𝑬) = {

1 if 𝑝𝐸𝐷 > 1,
𝑝𝐸𝐷 if  0 ≤ 𝑝𝐸𝐷 ≤ 1,
0 if 𝑝𝐸𝐷 ≤ 0

 (4) 

Figure 1 depicts the process performed by Algorithm 1 in 

the construction of a portfolio. This figure shows an array 
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with 25 cells representing a portfolio and the 25 potential 

projects. Each cell also represents an iteration and its random-

ly generated value. Note that the shadow cells correspond to 

those where the random value lay under the threshold  = 0.5. 

The process is repeated as many solutions the initial popula-

tion of I-MOEA/D has.   

 

 
1 2 3 4 5 6 7 8 

0.89 0.59 0.16 0.76 0.68 0.42 0.73 0.96 

 

9 10 11 12 13 14 15 16 

0.09 0.53 0.38 0.71 0.12 0.83 0.88 0.65 

 

17 18 19 20 21 22 23 24 

0.99 0.79 0.55 0.36 0.68 0.62 0.92 0.28 

 

25        

0.64        

 

 

Fig. 1. Graphic representation of the iterative process of Algorithm 1 to build 

a portfolio. 

 

While Figure 1 shows the process of selecting projects, Fig-

ure 2 shows the binary representation required by I-MOEA/D. 

The portfolio must be feasible, and all the constraints of costs, 

areas, and regions must be satisfied.  

 

 
1 2 3 4 5 6 7 8 9 

0 0 1 0 0 1 0 0 1 

 

10 11 12 13 14 15 16 17 18 

0 1 0 1 0 0 0 0 0 

 

19 20 21 22 23 24 25  

0 1 0 0 0 1 0  

 

Fig. 2. A binary vector representing a solution (or portfolio) used by I-

MOEA/D. Here the value 1 means that the project is part of the portfolio and 

0 otherwise. 

2.3 Multi-objective Evolutionary Algorithm Based on 

Decomposition with Intervals (I-MOEA/D) 

MOEA/D is a technique proposed by Zhang and Hui [23]. 

This algorithm consists of decomposing a multi-objective 

optimization problem into several sub-problems that are opti-

mized simultaneously. I-MOEA/D is a variant of MOEA/D 

that solves PPS with uncertainty; it implements evolutive 

operators to handle intervals. The intervals represent a mean 

of expression of uncertainty in objectives values, costs, and 

resources. Algorithm 2 shows the general pseudocode of the 

proposed strategy. I-MOEA/D gives an external population 

(EP) containing the non-dominated solutions found during the 

optimization process. 

Algorithm 2. I-MOEA/D 

Input: 

 MOP= Multi-objective Optimization Problem 

 N= Population size 

 p=Number of projects 

 m= Number of objectives 

 T= Neighborhood size of the weight vectors 

 MaximumEvaluations= Number of Generations 

Output:  

    EP= External population 

 

0. W = ReadWeightsVector() 

1. EP= ϕ 

2. Calculate_Euclidean_Distance (V) 

3. SortVector ()  

4. Population=GenerationOfInitialPopulation()  

5. Initialize_Z (Population)  

6. Generations=0; 

7. While (Generations < MaximumEvaluations) 

8.   i=1 

9.    For each 𝑖 ∈ 𝑁 do 

10.      [p1, p2]=SelectionByTournament(Population,B(i), T) 

11.       offspring= CrossoverOnePoint (p, [p1, p2]) 

12.       offspring= GeneMutation (p, offspring) 

13.       offspring=ImprovementGeneMutation(offspring) 

14.       UpdateZ (𝒛⃗⃗, f(offspring))  

15.       UpdateEP (EP, f(offspring))  

16.     end 

17. Generations++ 

18. end 

 

The binary vectors 𝑥⃗ = 〈𝑥1, 𝑥2, … ,  𝑥𝑝〉 encode one portfolio 

or solution provided by the algorithm. Such vectors are chro-

mosomes in the evolutive approach, and the vectors’ indexes 

of the array are alleles denoting distinct projects. 

The methods of I-MOEA/D that distinguish from imple-

mentations of other MOEA/D are five, appearing in bold in 

Algorithm 2 (Lines 2, 10, 13-15). These methods are the ini-

tialization function, the selection operator, the repair/improve 

operator, and the Z vector and EP set update. The remaining 

section provides a detailed description of the methods.  

Initialization Phase. In the first stage, the I-MOEA/D algo-

rithm makes the weight vector’s initial set (Line 0) and ini-

tializes EP to empty (Line 1). It also initializes the weight 

vectors {w1, w2, …, wN}, computes the Euclidean distance 

among them and initializes their vectors’ neighborhood B(i), 1 

 i  N (Lines 2 to 4). The Algorithm 1 fills the initial solution 

vector B of size N and associates each solution Bi to a weight 

vector wi. Then, the neighborhood B(i) of a weight vector wi 

contains the closest weight vectors index by Euclidean dis-

tance. Finally, the initialization phase fills the vector Z, the 

vector of best objective values found in the search process 

(Line 5). The vector B corresponds to the initial population. 

The main loop of the I-MOEA/D begins having as stop crite-

rion a maximum number of evaluations previously defined 

(Line 7). 

Selected random value 
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Selection by Tournament. The selection method selects 

from the population two solutions at random. Then it com-

pares them by cost and assigns the best as first parent p1, and 

the other as second parent p2. Algorithm 3 returns both parents 

(cf. [24]). This method requires comparing the cost using the 

interval relational comparison, as shown in section 2.1. 

 

Algorithm 3. Selection by Tournament 

Input 

 B = Population 

 Bi = Neighborhood of each weight vector i 

 T= neighborhood size of a weight vector 

Output 

Parents p1 y p2 

 

0. While (k==l) do 

1.      k = Random ()  

2.      l = Random ()  

3. end 

4. x = Bi, k 

5. y = Bi, l  

6. If (c (B[x]) < c (B [y]) then  

7.    p1=B[x]  

8.    p2=B[y] 

9. else 

10.    p1=B[y]  

11.    p2=B[x]  

12. end 

 

Crossover one point. The two chosen parents from the 

tournament selection method combine their chromosomes to 

produce one new offspring. For this purpose, the method 

selects a random index in the parents' vector as a cutting point 

to inherit the genes to the new child from each parent. This 

is a technique by Holland [25] and implemented in I-

MOEA/D to solve UPPS (Algorithm 4). This strategy does 

not require handling intervals. 

 

Algorithm 4. One Point Crossover 

Input 

 p = number of projects (allels on each parent) 

 [p1, p2] = parents Parent x1 

Output 

y = child 

0. cut = Random (1, p-1) 

1. y [0 … cut – 1] = p1[0 … cut – 1]  

2. y [cut … p – 1] = p2[cut … p – 1] 

3. return y 

 

Algorithm 4 has two phases. First, a cut is chosen at ran-

dom, and it must be between 1 and p – 1, where p is the num-

ber of projects (Line 0). After that, the child is created using 

parts from the parents p1, p2. The first parent will transmit the 

genes corresponding to alleles in indexes 0 to cut – 1 of its 

corresponding vector (Line 1); this is the best parent of both 

by cost. The second parent will donate the genes from its 

vector’ indexes from cut to p – 1 (Line 2). The new child is 

the offspring that the method returns. Figure 3 shows a graph-

ic depiction of how the parents’ genes are inherited to the 

child using our method. 
 

 

Fig. 3. Parents’ gene inheritance to the offspring 

 

Gene mutation. The mutation operator chosen is a simple 

mutation. This process selects one allele from the solution and 

changes its value. Given that the solution is a binary vector, 

the chosen allele will change its value from 1 to 0, or vice 

versa [26]. Algorithm 5 shows this strategy that also does not 

deal with intervals. 

 

Algorithm 5. Simple Mutation 

Input 

 p = number of projects 

 y = Solution to be mutated 

Output 

y’= Mutated child 

 

0. r= Random (0, p – 1) 

1. y’ = y 

2. y’[r] = y’[r] + 1) % 2; 

3. return y’ 

 

After applying the genetic operators by I-MOEA/D (Lines 

10-12, Algorithm 2), the generated solution goes into a re-

pair/improvement process (Line 13, Algorithm 2).  The meth-

od repairs/improves a solution by making unfeasible solutions 

feasible. The strategy used randomly takes out projects until 

the satisfaction of the restrictions. This procedure requires the 

implementation of interval operations, both arithmetic and 

relational. 

Each iteration of I-MOEA/D updates the vectors 𝑧, B (or 

Population), and EP with the offspring. The offspring substi-

tutes the ideal objectives’ values in 𝑧 if necessary. The EP set 

must eliminate solutions dominated by offspring and include 

it if is nob-dominated. The dominance condition uses the 

interval relation operations previously defined. 

Finally, when the stop criterion is met, I-MOEA/D reports the 

set EP as the approximated region of interest.  

2.4 PPS instance generator with intervals 

Algorithm 6 shows the pseudocode of the proposed instance 

generator for PPS with intervals.  The user configurable pa-

rameters to create an instance are: budget, number of objec-

tives, projects, areas and regions, and limits of costs, and 

objectives. The outputs are the interval values that define the 
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budget, areas, regions, and for projects their costs, objectives 

values, and the area and region where they belong. 

The generator creates an interval budget in Line 0 based on 

the input budget B. Figure 4 shows an example of the defini-

tion of such intervals. 
 

 

 

 

 

 

 

290 000 

 

 

500 000 

 

650 000 

 

Fig. 4. Budget parameter 

 

From Lines 1 to 6 the generator creates the values for the 

areas of the instance. Here, it uses the budget B to define 

appropriate limites to areas’ values (Lines 1 and 2). After that, 

it randomly chose values withing those limites as the bound-

ing values of each area (Lines 4 and 5).  

From Lines 7 to 12 the generator assigns values to the regions 

in a similar fashion as done in the areas; i.e., it uses the budget 

to define appropriate maximum limits, and with them random-

ly chose values to bound the distinct regions. 

The next step in the generator is the definition of values for 

the projects. Lines 14 to 26 perform this task. First the area 

and regions are randomly chosen in lines 14 and 15. After 

that, the cost of the project is created within the limits provid-

ed as inputs (Lines 16 to 17). From Lines 18 to 26 the process 

generates the values for the objectives of a project. It uses two 

strategies, one based on the costs of the project (Line 20), and 

the other based on the limits for the objectives established as 

input (Line 22). With the value o the generator creates an 

interval for the objective using 80% of it as lower bound and 

120% as upper bound. 

3. EXPERIMENTATION 

This section contains a series of experiments aimed to vali-

date the quality of the I-MOEA/D compared with the I-

NSGA-II algorithm [18].  

The configuration of the experimental design took into ac-

count the following details: a) the size of the set of tested 

UPPS instances was 7; b) the project set involved was always 

of cardinality 100; c) the number of objectives involved in the 

cases varied according to {2,3,4,8,9,13,15}; d) the proposed 

random generator shown in section 2.4 generated the instanc-

es. Concerning the algorithms, the population size was 100, 

the stop criterion was after 500 generations, and the crossover 

and mutation operators considered a probability of 100%.  

The algorithm test environment was implemented in the Ja-

va programming language and ran on a computer with the 

following features: 2.20 GHz Intel Core i5 CPU, 4 GB RAM, 

and Windows 10 Operating System. 

Algorithm 6. PPS with intervals instance generator 

Input: 

 B  Budget (No interval) 

 {m, p, a, r}  Numbr of objectives, projects, areas, and 

regions 

 [𝑐, 𝑐]  Project Costs extreme limits (No Intervals) 

 [𝑚,𝑚]  Objectives extreme limits 

Output: 

 [𝐵, 𝐵]  Budget as interval 

 {[𝑎1, 𝑎1] , [𝑎2, 𝑎2] , … , [𝑎𝑎, 𝑎𝑎]}  Limits of each areas i 

 {[𝑟1, 𝑟1] , [𝑟2, 𝑟2] , … , [𝑟𝑟 , 𝑟𝑟]}  Limits of each region r 

 {{C1, A1, R1}, …, {Cp, Ap, Rp}}  Cost, Area and region 

for each project p 

 {[𝑓1𝑝, 𝑓1𝑝] , [𝑓2𝑝, 𝑓2𝑝] , … , [𝑓𝑚𝑝, 𝑓𝑚𝑝]}Benefit from the m 

objectives of each project p (in intervals) 

 

0. [𝐵, 𝐵] = [0.58B, 1.3B] 

1. [𝑎𝑙 , 𝑎𝑙] = [(0.7 * B)/(1.7a+0.1a2), (1.27 * B)/(1.7a+0.1a2)] 

2. [𝑎𝑢, 𝑎𝑢] = [((2.159 +0.127a) *B) / a, ((2.635+0.155a) * B)/a] 

3. for each 𝑖 ∈ {1, 2, … , 𝑎} do 

4.     𝑎𝑖 = 𝑎𝑙 + Random (𝑎𝑙 − 𝑎𝑙) 

5.     𝑎𝑖 = 𝑎𝑢 + Random (𝑎𝑢 − 𝑎𝑢) 

6. end 

7. [𝑟𝑙 , 𝑟𝑙] = [(0.8 * B)/(1.7r+0.1r2), (1.2 * B)/(1.7r+0.1r2)] 

8. [𝑟𝑢, 𝑟𝑢] = [((1.02+0.06r) *B)/r, ((2.38 +0.14r) *B)/r] 

9. for each 𝑖 ∈ {1, 2, … , 𝑟} do 

10.     𝑟𝑖 = 𝑟𝑙 + Random (𝑟𝑙 − 𝑟𝑙) 

11.     𝑟𝑖 = 𝑟𝑢 + Random (𝑟𝑢 − 𝑟𝑢) 

12. end 

13. for each 𝑖 ∈ {1, 2, … , 𝑝} do 

14.     Ai= Random(a) 

15.     Ri= Random(r) 

16.     v = 𝑐 + Random (𝑐 − 𝑐) 

17.     [𝐶𝑖 , 𝐶𝑖] = [0.99 ∗ 𝑣, 1.2 ∗ 𝑣] 

18.      for each 𝑗 ∈ {1,2, … ,𝑚} do 

19.             if (Random.nextBoolean()) then 

20.                 obj = Random ((v– 𝑐)/ (𝑐 − 𝑐)) 

21.             else  

22.                 o = 𝑚 + Random (𝑚 −𝑚)   

23.            end 

24.          𝑓𝑖𝑗= 0.8*o 

25           𝑓𝑖𝑗 = 1.1*o 

26.     end 

27.end 

The number of non-dominated portfolios, and the portfolios’ 

cardinality are the two quality measurements of interest for 

this work to assess the algorithms’ performance for compari-

son purposes.  Equations (5) to (8) show the indicators formed 

from the previous measurements, where EP is the final non-

dominated set of algorithm’s solutions after 30 independent 

-42% = -210 000 +30% = +150 000 
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runs. Let’s point out that larger indicator’ values represent 

better performance in an algorithm. 

𝐼1 = |𝐸𝑃| (5) 

𝐼2 =
∑ |𝑥|𝑥∈𝐸𝑃

|𝐸𝑃|
 

(6) 

𝐼3 = min
𝑥∈𝐸𝑃

{|𝑥|} (7) 

𝐼4 = max
𝑥∈𝐸𝑃

{|𝑥|} (8) 

Table 1 compares I-MOEA/D and I-NSGA-II.  Columns 1 

and 2 show the instances’ names and algorithms, respectively. 

Columns 3 to 6 shows the indicators’ values. Note that the 

encoded name oipj contains the numbers of objectives i and 

projects j. 

According to Table 1, I-NSGA-II improves I-MOEA/D in 

the instance with two objectives. The differences range from 

5% to 12% in the indicators’ observed values; this is a com-

mon condition since NSGA-II generally has a good perfor-

mance in that number of objectives.  

Consequently, I- MOEA/D is the clear winner in the remain-

ing instances; its performance differences vary from 69% to 

97%.  In conclusion, the overall results shown in Table 2 

demonstrates that I-MOEA/D improves I-NSGA-II in all the 

indicators. These results also indicate poor performance of I-

NSGA-II in many-objective problems, a condition previously 

observed. 

TABLE 1 

COMPARISON OF I-MOEA/D AND I-NSGA-II BY QUALITY INDICATORS 

Instance Algorithm I1 I2 I3 I4 

o2p100 
I-NSGA-II 63 57 56 58 

I-MOEA/D 55 54 53 55 

o3p100 
I-NSGA-II 526 39 37 40 

I-MOEA/D 4556 44 40 46 

o4p100 
I-NSGA-II 139 58 57 59 

I-MOEA/D 449 68 67 68 

o8p100 
I-NSGA-II 585 38 35 40 

I-MOEA/D 21327 46 41 47 

o9p100 
I-NSGA-II 579 41 38 42 

I-MOEA/D 27863 45 40 47 

o13p100 
I-NSGA-II 521 52 49 54 

I-MOEA/D 5123 63 61 64 

o15p100 
I-NSGA-II 677 34 31 37 

I-MOEA/D 21417 47 41 48 

To provide further insights, we compute the relative differ-

ences among the indicators measured for I-MOEA/D and I-

NSGA-II. For this purpose, equation 9 defines a metric to 

calculate the percentage of improvement achieved by the 

winner algorithm for the given indicator Ik
j, where j is the 

indicator and k=1 if the algorithm is I-MOEA/D or k=2 if it is 

I-NSGA-II. A winner algorithm has the highest indicator 

value. Tables 2 and 3 summarizes the results obtained from 

this metric for instances with objectives 3 to 15. 

 

Diff(𝐼𝑗
1, 𝐼𝑗

2) =

{
 
 

 
 100(

𝐼𝑗
1 − 𝐼𝑗

2

𝐼𝑗
1 ) ,    if 𝐼𝑗

1 > 𝐼𝑗
2 

100 (
𝐼𝑗
2 − 𝐼𝑗

1

𝐼𝑗
2 ) ,    otherwise

 (9) 

 

The results from Tables 2 and 3 shows that I-MOEA/D im-

proves all the indicators measures with respect to I-NSGA-II 

in percentual ranges that vary in [69, 97], [8, 27], [7, 24], and 

[10,13] for the indicators I1, I2, I3, and I4, respectively. These 

results tell that I-MOEA/D obtains more non-dominated solu-

tions and portfolios with a greater number of projects, which 

is desirable. 

TABLE 2 

PERCENTAGE DIFFERENCE OF NON-NOMINATED 

PORTFOLIOS AND AVERAGE CARDINALITY 

Instance Diff (I1
1, I2

1) Diff (I1
2, I2

2) 

o3p100 88% 11% 

o4p100 69% 14% 

o8p100 97% 17% 

o9p100 97% 8% 

o13p100 89% 17% 

o15p100 96% 27% 

TABLE 3 

PERCENTAGE DIFFERENCE IN MINIMUM AND MAXIMUM  

CARDINALITY OF PORTFOLIOS 

Instance Diff (I1
3, I2

3) Diff (I1
4, I2

4) 

o3p100 7% 13% 

o4p100 14% 13% 

o8p100 14% 14% 

o9p100 5% 10% 

o13p100 19% 15% 

o15p100 24% 22% 

Finally, Table 4 compares the dominance proportion per al-

gorithm. For this purpose, a set EP* combines the final sets 

EP1 and EP2; this new set is the final non-dominated front. 

Then, we calculate the number of solutions of EP1 and EP2 

that appear in EP*. Let’s note that EP1 and EP2 correspond to 

the final non-dominated fronts EP of I-MOEA/D and I-

NSGA-II, respectively. Column 3 contains the number of non-

dominated solutions still appearing in EP*. Column 4 reports 

the number of solutions that became dominated after integra-

tion.  
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TABLE 4 

DOMINANCE PROPORTION AMONG I-MOEA/D E I-NSGA-II 

Instance Algorithm 
Total, non-dominated 

portfolios 

Dominated 

portfolios 

o2p100 
I-NSGA-II 0 63 

I-MOEA/D 55 0 

o3p100 
I-NSGA-II 441 85 

I-MOEA/D 4556 0 

o4p100 
I-NSGA-II 0 139 

I-MOEA/D 449 0 

o8p100 
I-NSGA-II 1 584 

I-MOEA/D 21327 0 

o9p100 
I-NSGA-II 546 33 

I-MOEA/D 27863 0 

o13p100 
I-NSGA-II 0 521 

I-MOEA/D 5123 0 

o15p100 
I-NSGA-II 1 676 

I-MOEA/D 21417 0 

 

Considering the information of Table 4, all the solutions of 

I-MOEA/D remain non-dominated. Moreover, it turns out that 

they dominate several solutions provided by I-NSGA-II and, 

in some cases, all of them (instances 2 and 13).  These results 

corroborate the excellent performance of I-MOEA/D to solve 

UPPS over I-NSGA-II with many objectives. 

The experimental design concluded with an analysis of the 

statistical differences of the observed results. Particularly, a 

Wilcoxon’s test [27] validated the difference in the indicator 

I1. The considered sample was the number of non-dominated 

portfolios of each of the 30 runs of an instance. The test uti-

lized a significance level of 5%. The null hypothesis was 

“H0=The medians of the differences between the two group 

samples are equal”. Table 5 summarizes the results. 

TABLE 5 

 WILCOXON TEST 

Instance   p value Result 

o2p100 0.57746866 Is accepted H0 

o3p100 0.04311445 Is rejected H0 

o4p100 0.04311445 Is rejected H0 

o8p100 0.04311445 Is rejected H0 

o9p100 0.04311445 Is rejected H0 

o13p100 0.04311445 Is rejected H0 

o15p100 0.04311445 Is rejected H0 

 

The results from Table 5 show that there are significant dif-

ferences in 6 instances, and based on information from Table 

1, the differences favor I-MOEA/D. Let us point out I-NSGA-

II performed better than I-MOEA/D only in the instance 

“o2p100”. However, there is no significant statistical differ-

ence in their performance. In conclusion, the overall perfor-

mance of I-MOEA/D improves largely that of I-NSGA-II in 

the selected instances of UPPS. 

4. CONCLUSIONS 

This article proposes a new evolutionary strategy called I-

MOEA/D. The main features of this algorithm are the use of 

intervals to express uncertainty and handling many objectives. 

A comparison in performance between I-MOEA/D and I-

NSGA-II (a state-of-the-art approach) assessed the relevance 

of our approach. In equal experimental conditions under a 

controlled environment, the results show that I-MOEA/D 

outperforms I-NSGA-II [18], demonstrating the significance 

of I-MOEA/D. 

The I-MOEA/D requires at least to modify the genetic oper-

ators, the repair/improve operator, the update methods of ideal 

objectives values and population, in order to integrate the use 

of intervals properly. The strategy required the definition of 

some interval operators to perform arithmetic, relational and 

dominance operations. The dominance operator appears with 

the definition of relational operators for comparison. 

The observed results show that I-MOEA/D and I-NSGA-II 

solve UPPS. However, with increasing objectives, the perfor-

mance of I-MOEA/D improves that of I-NSGA-II, as ex-

pected, particularly in the analyzed instances with number of 

objectives varying from two to fifteen. The results show that 

with an increasing number of objectives, I-MOEA/D return 

solutions with better quality. 

Finally, the number and diversity of solutions offered by I-

MOEA/D are large. This is a good condition in contrast to I-

NSGA-II because it means that I-MOEA/D approximates the 

Pareto front better. However, it is interesting to ask if the 

search process of I-MOEA/D can include DM’s preferences. 

If the latter is possible, then, a narrower set of solutions could 

be delivered to the DM, based on his/her priorities. Hence, the 

proper incorporation of preferences in the search process of I-

MOEA/D represents an attractive research area for future 

developments. 
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Towards a Computational Intelligence
Framework to Smartify the Last-Mile Delivery

Jhonny Pincay, Edy Portmann, and Luis Terán

Abstract—Last-mile is the component of the supply chains that
has the most potential to be optimized and give advantage to
retailers and delivery companies. At the same time, it is the
hardest to deal with. Factors such as traffic, weather, unexpected
events, or the simple fact that a customer is not at home affect
directly the efficiency of the overall shipping process. This work-
in-progress article proposes a framework for the improvement of
the first-try delivery by studying traffic on the streets and past
delivery success as a way of approximating customers’ presence
at home. In contrast to existing solutions, it is proposed to work
only with data that does not compromise the customers’ privacy
and to get insights about traffic features in cities without the
need of deploying expensive equipment to obtain data. The main
goal is to provide a route plan to the delivery team and route
planners, which allows finishing the distribution of the parcels in
the least amount of time, while being able to effectively deliver
the highest amount of them. This will be translated into less
resource consumption and increased customer satisfaction. The
research work is conducted following the principles of design
science research for information systems. The implementation
will use methods of computational intelligence to address the lack
of precise information, following a transdisciplinary approach as
industrial partners support the development of this study.

Index Terms—Smart logistics, last-mile delivery, swarm
intelligence, fuzzy logic.

I. BACKGROUND AND AIM OF THE RESEARCH WORK

ELECTRONIC commerce has grown tremendously in the
last decades and shows no signs of declining any time

soon. Day to day millions of transactions are performed and
the same amounts of articles are being sent using postal
services.

Currently, standing out from the competition and responding
to costumers’ expectations of delivery services are the main
concerns for online retailers and postal service companies [1].
Besides quality products and good deals, most customers
expect the shipment process of their parcels to be fast and
efficient while being inexpensive [2], [3]. These aspects mean
added complexity to supply chains and increasing costs of
inventory management, packing and picking up, transport,
customer service, among others.

Manuscript received on June 24, 2020, accepted for publication on July 31,
2020, published on December 30, 2020.
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While most delivery companies have optimized the majority
of their distribution channels, there is still a lack of effective
models for the optimization of the so-called “last-mile
delivery.” According to several authors (e.g., [4], [5], [6]), the
last mile—the transportation of parcels from a hub to the final
destination—is the component of the supply chains, which
has the more potential to be optimized and give advantage to
retailers and delivery companies. Nevertheless, the last mile is
also the most difficult level to deal with, given the dynamic
nature of the conditions where it occurs. Aspects such as traffic
jams, weather conditions, unexpected events, or even that the
customer is not at home when a postal worker rings the bell,
affect directly the efficiency and resource consumption of the
overall shipping process and the customers’ satisfaction.

In the literature, solutions aiming to improve the last-mile
delivery can be grouped into four groups [7]:

1) Change in location: Leaving a parcel in an alternative
location.

2) Change in time: Delivering parcels at the times indicated
by the customer.

3) Change in route: Closely related to changes in time,
meaning that the route is adapted according to the time
availability of the customers.

4) Change in behavior: Triggering customers to choose
certain characteristics or delivery time, by offering
cheaper fares for example.

While most of the existing solutions claim to have improved
the efficiency of the last-mile delivery, most of them are
context dependant are very closely related to the characteristics
of an area [7], [5]. Moreover, they face challenges when it
comes to obtaining the necessary data to develop prediction
models since it comes incomplete, and becomes complex
as a consequence of business operations (e.g., road and
speed restrictions, multiple delivery stops, and waiting on
customers). Another issue is the low sample rate as logistic
companies might have unique vehicles covering certain routes.
Further issues are related to the fact that is hard to accurately
predict where a customer is going to be at a certain time [6],
[8], given that privacy is a major concern and most of the
time, customers are not willing to share their location with
companies and some laws need to be accomplished (e.g.,
General Data Protection Regulation—GDPR) which increase
complexity. Moreover, despite the alternatives provided to
customers (e.g., pick-up places, ad-hoc carriers, trunk delivery,
and parcel lockers), home delivery is the first choice of the
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vast majority of people. Therefore, efforts should be directed
toward addressing the aforementioned issues.

This research work proposes a framework for the
improvement of first-try delivery by studying the behavior
of traffic on the streets and customers’ presence at home. In
contrast to existing solutions, it is proposed to work only with
data that does not compromise the customers’ privacy (i.e.,
avoiding the use of tracking data) and getting insights about
traffic characteristics without the need of deploying a large
number of vehicles or expensive sensors to obtain data. The
main goal is to provide delivery route plan to the delivery team
and route planners, which allows finishing the distribution of
the parcels in the least amount of time, while being able to
effectively deliver the highest amount of them, which will
be translated into fewer resources consumption and increased
customer satisfaction.

The aforementioned could be achieved through the use of
fuzzy logic and computational intelligence, as a way of dealing
with uncertainty and not accurate data [9], and following a
transdisciplinary approach [10] to developing a solution that
truly adjusts to the needs of the delivery companies and
customers. Furthermore, this work will be conducted following
the principles of the design science research for information
systems methodology [11] and tested in a real-life scenario.

Considering the aspects presented in the previous section,
the questions that need to be answered towards reaching the
goals of this study are:

– Which methods of computational intelligence are
suitable towards finding ways of implementing a
re-routing algorithm? Given the nature of the problem,
computational intelligence methods could be used to
implement an improved routing of delivery. However, all
these methods and theories should be studied in detail to
find a viable one. Through pre-defined criteria, studying
the needs of stakeholders, and a review of the state of
the art, it will be possible to find an answer to these
unknowns.

– How can we reduce the first-try delivery failure without
compromising customer privacy and while reducing
resource consumption? Considering aspects as the
customer’s presence at home and traffic characteristics,
it will be possible to conceptualize and to build a
framework, which will provide the means to process
information in a human-like way to create a way that will
allow to handling imprecision derived from the nature
of the problem and the data studied. The framework
will be evaluated utilizing a prototype implementation,
experiments, and interviews with customers and experts.

II. METHODOLOGY

Design science research methodology guidelines will be
used to conduct the present work. This research approach was
chosen because it allows implementing artifacts systematically
to extend existing knowledge while providing solutions to
practical issues or organizational problems [11].

The design science research stages are to be executed in the
following manner:

1) Identify problems and motivation: Through state-of-
the-art review and interviews with people working on the
logistics sector, it will be possible to define the current
problems that afflict the last-mile delivery.

2) Define Objectives of a solution: Given the results of
stage 1, the targets and requirements that the developed
solutions must achieve can be clearly defined.

3) Design and development: After stage 2, it is possible
to develop artifacts (i.e., a software prototype) that
will allow us to conduct experimental tests to define if
suitable solutions to the problems are implemented.

4) Demonstration: After the implementation of the
artifacts, case studies will be executed towards
demonstrating that they fulfill the requirements and
meets their purpose.

5) Evaluation: By means of comparison with other
existing solutions, the performance, and quality of the
results provided by the artifacts can be evaluated.
Moreover, expert interviews and satisfaction surveys can
be conducted to evaluate the results from a qualitative
perspective. Once this stage is completed, the researcher
will decide if it is necessary to move back to stage 3. to
improve the results or to move to the last process step
which is:

6) Communication of the results, which translates into
publishing the findings.

III. THEORETICAL FRAMEWORK

This section provides details about the components that will
conform a framework aimed at improving the first-try ratio
delivery. Details about possible evaluation methods are also
presented.

A. Building Blocks and Interplay

A theoretical framework aimed at improving the first-try
delivery ratio is depicted in Figure 1. It is composed of four (4)
main layers: data, knowledge, intelligence, and visualization
layer.

The Data layer contains the different data sources used to
the end of this work. Possible data sources that are the history
of successful deliveries, the vehicles’ log of events during
service hours, and current route planning. The databases
needed to conduct this research work are already available,
given an existing partnership with an industrial partner.

The Knowledge Layer takes data from the data layer and
processes it trough fuzzy logic methods; the output of this
layer is the categorization of customers according to past
deliveries success and critical traffic sectors in a city.

The output from the knowledge layer serves as input for
the intelligence layer and it constitutes the basis to compute
and find the most convenient route to complete deliveries in
the least amount of time while saving resources consumption
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(i.e., less time spent on the streets translates into less fuel).
A Swarm intelligence algorithm will be used to find the best
candidate routes, considering the customer characteristics and
if the routes have to pass by critical traffic areas. Options of
swarm intelligence that are suitable for the present research
work include Ant Colony Optimization (ACO), and Particle
Swarm Optimization (PSO) [12].

Finally, the visualization layer allows displaying of the
delivery route which requires the least amount of time to be
covered. It will allow logistic planners and the delivery team to
interact with the recommended route and to make adjustments
and changes; customers will be able to get updates about the
status of their delivery. Moreover, it will be possible for the
users to provide feedback about how useful the recommended
route was and this feedback can be used to improve future
recommendations.

Further details about a possible implementation of the
knowledge and intelligence layer are presented below.

B. Knowledge Layer
Before attempting to find better ways to increase the first-try

ratio of deliveries, it is important to understand the customer
and traffic behavior, as those are factors directly affecting
whether delivery is successful or not. Moreover, it is necessary
to identify routes that have a less successful delivery ratio to be
considered when re-routing the vehicles and to have a baseline
for comparison and evaluation.

Clustering methods are a powerful way to analyze data and
have become essential when developing solutions, interpreting
information, and data dimensionality reduction. Unlike hard
clustering, fuzzy clustering assigns elements to clusters with
gradual memberships, meaning that objects can belong to a
certain degree to more than one cluster. This provides more
detail when building models and can reveal how ambiguous
or certain an element belongs to a cluster [13].

In this work, it is pretended to deal with data that
describe non-precise information such as the success of past
deliveries (e.g., “always successful and “mostly successful”)
and traffic congestion (e.g., “congested street” and “normal
traffic”). Thus, fuzzy clustering constitutes a better fit towards
representing in a better way the information and processing
more homogeneous groups rather than a large number of single
elements.

In the following, the algorithms and methods that can be
used towards building the proposed artifact are explained.

1) Past Deliveries Success: The inclusion of customers’
presence at home as a way of improving the first-try delivery
ratio is a trend that has been exploited lately [14], [6],
[8]. Considering that this work proposes an improvement to
the first-try delivery without compromising the customers’
privacy, tracking data about their location will not be used
as unlike solutions found in the literature. Therefore, the
authors propose using data from previous deliveries, which
is owned by delivery companies, as a way of approximate the
customers’ home presence.

Through the Fuzzy C-Means algorithm [15], we propose
to cluster addresses of customers according to the incidence
of successful deliveries. It is possible to obtain clusters that
categorize customers’ addresses where the deliveries are for
example “successful most of the times”, “usually successful”,
“rarely successful”, and “always unsuccessful” in a similar
fashion as proposed in the work of Mangiaracina et al. [6],
but as we are dealing with non-precise concepts, the usage of
fuzzy clustering will allow to have more expressive partitions
and identify customers that might be on the border of a cluster,
and therefore, having a more realistic interpretation of the
reality.

2) Critical Areas Identification: With the goal of spending
less time on the roads, it is necessary to identify zones inside
the cities where traffic anomalies occur since they might
provoke delays covering the delivering routes.

Most delivery trucks are fitted with global positioning
system (GPS) devices which record their position and events
happening when the vehicles are in operation. These tracking
data can be used to derive information about what is happening
in the streets without the need of deploying a large number
of vehicles or expensive equipment [16], [17]. The authors
of this article have already performed two case studies to
identify anomalies on the streets [18] and predict travel
time [19] through the geospatial indexing technique Geohash,
and aggregation and mathematical operations.

C. Intelligence Layer
The intelligence layer is the component responsible for

determining and recommending the best-performing routes to
cover the package delivery. Even if there are various shortest
path and optimal route algorithms (e.g., Dijkstra, A* search
algorithm, and Bellman-Ford algorithm) [20], [21], they are
rather static and do not respond to the need of routing
problems in dynamic environments where factors such as
traffic conditions and weather play crucial roles when finding
optimal routes.

Ant colony algorithms have been used as an alternative
to address the aforementioned challenges [21], [22]. They
are based on the behavior of ants; these simple insects are
able to accomplish complex tasks such as finding food, by
working as a unit and lying some sort of pheromone which
helps them to find the shortest path from their nests to the
food sources [21]. Moreover, ant colony-based algorithms
have been applied successfully in different domains of routing
problems. One example is the work of Durand et al. [23] in
which the authors attempted to optimize the solution of air
traffic conflicts; Jiajia & Zaien [24] performed a study for
traffic signal timing optimization using ant-based algorithms
and obtaining promising results. Further examples include
the AntNet algorithm described in [25] which addresses the
routing problem in packet-switched networks and the work
of Jagadeesh et al. [26] that introduced a hierarchical routing
algorithm that computes a near-optimal route in a large city
road network.
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Fig. 1. Building blocks and interplay of the proposed framework.

1) Fuzzy Ant System: The ant colony optimization (ACO)
is a metaheuristic that allows solving complex combinatorial
optimization problems [22]. It was conceived by Dorigo and
Di Caro [27], the researchers applied the ant system to the
well-known Traveling Salesman Problem (TCP).

To solve the TSP problem using ACO, artificial ants are the
entities in charge of finding a solution in the solution space. At
the beginning of the search (time t = 0), the ants are located
in different towns (nodes) that need to be visited or served by
the salesman; then when an ant moves to an unvisited town,
it leaves a pheromone (trail intensity) which helps other ants
to decide the paths to choose in the future depending on the
pheromone intensity [22]. Moreover, the next movement or so-
called transition probability pkij(t) is defined by the following
expression [28], [29]:

pkij(t) =

{
τij(t)

αηij
β∑

h∈Ωk
i

(t)
τih(t)

αηihβ
, if j ∈ Ωki (t)

0, otherwise
(1)

where Ωki (t) corresponds to all the possible nodes to be visited
by an ant k; dij is the Euclidean distance between nodes i
and j; ηij = 1/dij is the visibility and α, β are parameters
that represent the importance given to the trail intensity and
visibility.

One important concept from the previous explanation is one
of visibility. It refers to the desirability of choosing a city j
while currently being in town i [30], meaning that visibility
is based on local information. In the case of trail intensity,
the more important it is given, the more desirable the link
becomes since many ants have already passed that way [22].
Moreover, every ant will complete a traveling salesman tour
after n iterations; m iterations of the algorithm are called
a cycle and after each cycle, the trail intensity needs to be
updated, following the natural behavior of evaporation of
pheromones. There are different methods to update the trail
intensity (see [30], [27], [22]), and this is made with the goal
of discovering a good solution through cooperation.

Teodorović and Lučić [28], [29] go one step further and
propose the fuzzy ant system (FAS), which resulted from
the combination of ACO with concepts of fuzzy logic. The
principles are the same, differing on the way how the utility is
calculated to visit the next node. The authors assumed that the
ants can perceive the distance between nodes as small, medium
and big, whereas the trail intensity can be anticipated as weak,
medium or strong. Furthermore, an approximate reasoning
algorithm to compute the utility when choosing the next link
is composed of fuzzy rules similar to the following:

If dij is SMALL and τij is STRONG
Then uij is VERY HIGH

where dij is the distance between node i and node j,
τij represents the pheromone along the link (i, j), and uij
corresponds to the ant’s utility when choosing the node j,
considering that the ant is located in the node i.

With fuzzy logic acting as a separate module within an
ACO implementation is possible to handle the uncertainty
present in complex combinatorial problems [22]. Applying
fuzzy rules reduces complexity and allows us to represent
nature and reality with higher fidelity, leading to the generation
of good implementations that can find solutions in a reasonable
computational time [28].

D. Basis of the Proposed Solution

The fuzzy ant system proposes the usage of linguistic
variables to approximate the distance between nodes when
deciding which place to visit. Taking that approach further and
landing it to the last-mile delivery, the authors of this research
work propose an practical implementation on boundary of the
principles of FAS, by adding further variables that come into
play when performing the delivery of packages to households.

As illustrated in Figure 1, the intelligence layer of the
proposed framework uses a customer classification according
to the success of past deliveries and information related
to critical traffic areas. Such concepts are uncertain and
imprecise; thus, their representation as fuzzy variables is

88POLIBITS, vol. 62, 2020, pp. 85–91 https://doi.org/10.17562/PB-62-10

Jhonny Pincay, Edy Portmann, Luis Terán
IS

S
N

 2395-8618



coherent. Traffic status can be represented in terms of
linguistic variables as “no traffic”, “normal traffic”, “heavy
traffic”, “extremely heavy traffic” for example; whereas
the delivery success of parcels in the household could
be defined as “always unsuccessful”, “rarely successful”,
“usually successful”, “most of the times successful”, and
“always successful”. Possible membership functions of these
fuzzy sets are shown in Figures 2 and 3.

When an ant has to decide about the utility of the next link,
meaning in this context the next address to visit to deliver a
package, it can act in accordance with fuzzy rules composed
in the following manner for example:

If dij is SMALL and τij is STRONG and
φj is ALWAYS SUCCESSFUL and θij is NO TRAFFIC

Then uij is VERY HIGH

where dij is the distance between node i and node j, τij
represents the pheromone along the link (i, j), in the same
manner as the FAS proposed by Teodorović and Lučić [28].
φj represents the delivery success of the customer located in
node j, and θij is the traffic status when transiting from node
i to j; uij corresponds to the ant’s utility when choosing the
node j, considering that the ant is located in the node i.

The usage of fuzzy rules of this type will allow to address
the issues that partially known input brings along.

Furthermore, adapting the FAS [28], [29] algorithm to the
conditions of the problem addressed in this work, the delivery
routes can be created in the following way:

– Step 1: Describe the past delivery success of the
households to be visited, in linguistic terms (see 2). Set
the counter of the cycles to zero (c = 0)

– Step 2: Define the number the numbers of cycles C that
the algorithm is going to be executed. If the number of
cycles is reached, proceed to Step 4, otherwise proceed
to Step 3.

– Step 3: Set the counter of ants to one (k = 1). All m ants
are to be located at the starting point. Generate m sets of
routes by m ants. Each ant generates a route. When all
nodes are visited, ant k will finish with the route design.
Increase the ant counter by one after creating one set of
the routes. If the ant counter is equal to m+ 1, increase
the cycle counter by one and go to step 2. Otherwise, the
next ant creates the set of routes within the considered
cycle.

– Step 4: Take the routes that perform better in terms of
time and that provide allow a higher delivery hit-ratio.

– Step 5: Recommend the top-performing routes to the
delivery team.

For Step 5, it is possible to rank the top-performing routes
found by the artificial ants in terms of the utility perceived
by the delivery team. Thus, it is coherent to ask them if the
computed routes improve the delivery ratio when delivering
parcels. People from the delivery team could make use of
natural language expressions to express their satisfaction with
the suggested route (i.e., “not useful”, “somewhat useful”,

and “useful”) in this way, routes that might not represent any
improvements can be identified and adjusts can be made.

E. Evaluation

Controlled experiments, simulations and case studies can
be performed to evaluate the quality of the results obtained
from the implementation of the artifact. Moreover, given that
it is proposed to execute this research work following a
transdisciplinary approach, the practice partners are also to be
involved in the evaluation of the solution, and thus, qualitative
analysis in conjunction with interviews and expert opinions
and are also to be performed to measure the performance of
the framework.

IV. OUTLOOK AND CONCLUSIONS

In this article a framework that enables the improvement of
the first-try delivery by studying the behavior of traffic on the
streets and customers’ presence at home. In contrast to existing
solutions, it is proposed working only with data that does not
compromise the customers’ privacy as (i.e., avoiding the use of
tracking data) and getting insights about traffic characteristics
without the need of deploying a large number of vehicles or
expensive sensors. The main goal is to provide a delivery
route plan to delivery teams and route planners, which allows
finishing the distribution of the parcels in the least amount of
time while being able to effectively deliver the highest amount
of them. This will be translated into less resource consumption
and possible increased customer satisfaction.

The work to be conducted to implement the framework
is practice-oriented and aimed at identifying and solving
problems that affect societies, industries, and cities, while
also expanding knowledge from it. Having the support of
practice partners (transdisciplinarity) eases the fact of testing
the developed solutions in real-life scenarios, and with that, it
is possible to refine them towards finding an optimal solution
to the problems addressed.

Moreover, with the execution of this research work, it is
expected to contribute to developments in the field of smart
logistics, in the assessment of how approximative methods
(i.e., fuzzy logic, and computational intelligence) can be
leveraged towards building working solutions that do not need
large amounts of precise information (i.e., machine learning
solutions), and additionally, the results to be obtained can be
used as a basis to develop further solutions in the field of
green logistics and urban planning. In the practical terms,
this project will provide to our practice partners a tool to
perform better delivery route plans which translate into less
failed delivery, less resource consumption, and therefore, a
possible nation-wide more sustainable delivery service.
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