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Hybrid Entity Driven News Detection on Twitter
Linn Vikre, Henning M. Wold, Özlem Özgöbek, and Jon Atle Gulla

Abstract—In recent years, Twitter has become one of the most
popular microblogging services on the Internet. People sharing
their thoughts and feelings as well as the events happening
around them, makes Twitter a promising source of the most
recent news received directly from the observers. But detecting
the newsworthy tweets is a challenging task. In this paper we
propose a new hybrid method for detecting real-time news on
Twitter using locality-sensitive hashing (LSH) and named-entity
recognition (NER). The method is tested on 72,000 tweets from
the San Fransisco area and yields a precision of 0.917.

I. INTRODUCTION

Twitter1 is a popular social media platform where users can
share their opinions and publish facts about everything from
news to more personal matters. For example in an emergency
situation, people can provide information about the situation
as observers, or give relevant knowledge about the situation
obtained by other sources and then share it through Twitter [1].
On the one hand, this gives Twitter great potential in being able
to discover breaking news and follow all angles surrounding
a novelty. On the other hand, it is easy to spread a rumor or
unreliable facts using Twitter.

Focusing on news, there exists a plethora of different ways
to convey the news depending on your location, your political
standing, and so on. Therefore there are several factors that
may influence how a tweet is formulated, and how it is
interpreted. As Twitter is a fast growing social media platform
with 302 million monthly active users and around 500 million
tweets sent per day2, it seems possible to discover information
which is not yet published news around the world. Previous
research [2], [3], [4] shows that it is possible to discover news
on Twitter. It has, however, proven to be difficult to detect
these news at early stages, namely before they are put on the
newswire. The difficulty lies in the shortness of text allowed
in tweets. A user on Twitter can only express themselves
using 140 characters, which provokes the use of abbreviations,
incorrect sentence structure, and language.

This paper explores how data pre-processing, named-entity
recognition and locality-sensitive hashing (LSH) can be used
to achieve better results when detecting breaking news. Our
system is based on clustering tweets with similar content on

Manuscript received on August 21, 2016, accepted for publication on
December 18, 2016, published on June 20, 2017.

The authors are with the Department of Computer and Information Science,
NTNU, Trondheim, Norway (e-mail: {vikre, henninwo}@stud.ntnu.no,
{ozlemo, jag}@idi.ntnu.no).

1https://twitter.com/
2https://about.twitter.com/company

the work of [5]. Their approach enables us to detect the topics
that are being discussed on Twitter in a given period of time
without using any Twitter-specific services, such as trending
Topics3. Our base assumption is that if an event occurs that can
be considered as a breaking news, that will lead to a “burst of
activity” of people tweeting about it as described for general
document streams in [6]. This will lead to a new, high activity,
cluster appearing that contains tweets about the event. Keeping
this in mind, we explore how the various parameters in the
LSH implementation can be changed to increase the efficacy
of our approach.

Central to this work is the ability to identify breaking news
from a live feed of real-time tweets. The main motivation for
this is that finding breaking news is of little value if they are
detected too long after the news event in question happened,
as this makes the likelihood of it already having been picked
up by the newswire all but certain.

In this paper, we address the following issues:
– Evaluate to what extent LSH clustering can be applied

for live news detection on Twitter.
– Cluster tweets based on their contents using our

chosen locality-sensitive hashing (LSH) algorithm
implementation, and see how it performs on random
tweets.

– Evaluate if named-entity recognition (NER) can be used
as a filtering method to detect news.

The structure of this paper is as follows. In Section II we
present the previous research in the field. Section III describes
the different methods used to conduct the evaluations. In
Section IV we explain the details of our experiments like the
data sets and tools we used. In Section V we explain the results
of our experiments and finally in Section VI we discuss our
results and give the conclusions.

II. RELATED WORK

In [7] it is stated that using traditional NER systems on
tweets were insufficient for news detection. Thus in this work
it is developed and trained a classifier based on annotated
tweets to recognize named entities. The classifier trained
handles Location, Organization and Person classes. Later in
[8] it is performed a research using the same three classes, in
addition to a Product class. In this approach it is used k-nearest
neighbors as a supervised method.

Chiticariu et. al. [9] presents the language NERL (NER
rule language) which is a high-level language to customize,

3https://twitter.com/trendingtopics
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understand, and build rule-based named entity annotators
across different domains. This work does not particularly
focuses on Twitter but it is important to understand the
difficulties of named-entity recognition.

Li et. al. [10] presents a novel 2-step unsupervised method
for automatic discovery of emerging named entities, which
could potentially be linked to news events such as crises.
Their system, called TwiNER, leverages global context that
are obtained from Wikipedia 4 and the Web N-Gram corpus,
and ranks segments that are potentially true named entities.
The system currently does not categorize the detected named
entities. However, the approach only works with targeted
Twitter streams, which means it is not usable with our
approach as the tweets come from a variety of users.

As Ritter et. al. [11] addresses the issue of the
noisy nature and incorrectness of language in tweets
by re-building the NLP-pipeline consists of part-of-speech
tagging (POS-tagging), chunking, and finally named-entity
recognition. Their study shows an increase in accuracy and
obtained a large (41%) reduction in error compared with the
Stanford POS tagger. In their work it is also shown that
the features generated by POS tagging and chunking gives
a benefit to the segmenting of named entities. In our work,
we utilize the system they created, though only the part that
classifies named entities. We use this only as an additional
filtering step in our system to detect breaking news.

Petrovic et. al. [5] presents a locality sensitive hashing
(LSH) algorithm for “First story detection” on Twitter.
According to this work, LSH is able to overcome some of the
limitations of the traditional approaches, e.g. centroids and
vectors in term space weighted with idf (inverse document
frequency). Their method drastically reduces the number of
comparisons a tweet needs to have in order to find the N
nearest neighbors. This is crucial in a system that should work
as a real-time service. Their work also shows that their system
can find news events after analyzing an entire corpus. We
utilize their approach in our system also, but we focus more on
the activity in tweet clusters in smaller time periods, to detect
if something out of the ordinary is happening. By doing this,
we are able to detect news events in real-time.

Agarwal [12] presents an approach that takes a continuous
stream of Twitter data, processes them to filter out tweets
characterized as “noise” and get the informative ones. After
this, they use the filtered tweets to detect and predict trending
topics at an early stage. We use some of their findings when
pre-process to disqualify tweets unlikely to be about a news
event.

III. METHODOLOGY

In this section, we introduce the different methods we used
to conduct the experiments where the details are explained in
the next section.

4http://wikipedia.com

A. Locality sensitive hashing

Locality sensitive hashing (LSH) [13] is a technique for
finding the nearest neighbor document in vector space utilizing
vectors of random values and representing hyperplanes to
generate hashes. This approach reduces the time and space
complexity when finding the nearest neighbor.

LSH hashes the input items using k hyperplanes. Increasing
the value of k decreases the probability of collision between
non-similar items, while at the same time decreasing the
probability of collision between nearest neighbors. To alleviate
this, the implementation contains L different hash tables, each
with independently chosen random hyperplanes. These hash
tables are also called “buckets”. This increases the probability
of the item colliding with its nearest neighbor in at least one of
the L hash tables. In other words there is a high probability
that the item’s nearest neighbor is contained in one of the
buckets the item gets assigned to. LSH thus seek to achieve a
maximum probability for collision on similar items. To be able
to perform LSH on tweets, each tweet is converted to vector
space, using tf-idf combined with Euclidean normalization.

There are several parameters that can be adjusted to change
the results of LSH. In this paper we seek to find optimal
values for these parameters with respect to detecting news, and
filtering out as many of the non-relevant tweets as possible.

Our approach for LSH is based on the one described by [5].
We use the cosine similarity between document vectors ~u and
~v to decide the nearest neighbor:

cos(θ) =
~u · ~v

||~u|| · ||~v||
Specifics of the implementation is elaborated on in

Section IV-B.

B. Entropy

After a the tweets are clustered, it is possible to measure
its Shannon entropy [14], which also is called information
entropy. This is done by concatenating the text of all the tweets
in a cluster into a single document. By doing this, the Shannon
entropy is given by

H(X) = −
∑
i

P (xi) log2 P (xi)

where P (Xi) = ni

N is a tokens’s probability of occurring
in the document (found by dividing the number of times the
token, ni, appears in the document with how many tokens are
in the document, N , in total).

Shannon entropy is a measure of how much information is
contained within a document. Petrovic et. al. [5] suggests that
by ignoring clusters with low entropy, it is possible to filter
out many clusters that are filled with spam as they tend to
have very low entropy.

Tweets are limited to 140 characters, and as Shannon
entropy effectively use the length of the text as a factor (in
N ), longer tweets will be given a higher entropy than shorter
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tweets by default. For example, if a cluster contains five
completely equal tweets of 50 characters each, and another
cluster contains five completely equal tweets of 100 characters
each, the latter will always have a higher entropy. For this
reason, it would be unwise to set the entropy threshold too
high (we could miss interesting stories that are simply too
short), neither would setting it too low be wise (many stories
containing spam and chatter would not be filtered out). The
parameter governing the lowest entropy allowed in a cluster
is MIN ENTROPY.

C. Named-entity recognition (NER)

To detect breaking news, in addition to LSH, we examined
if named-entity recognition can improve the results that we
get by using LSH to filter tweets.

Named-entity recognition (NER) is a type of natural
language processing (NLP). NLP refers to research that
explore how computers can be utilized to understand,
interpret, and manipulate natural languages, such as text and
speech [15]. NER is a powerful tool for analyzing the deeper
meaning behind sentences or longer sequences of words [8].
Thus NER is commonly understood as the task of identifying
so-called named-entities in a text, such as organizations,
products, locations, and persons.

A few different methods exist for performing NER on
text documents: The rule-based method, the use of machine
learning, and a hybrid between the two. The rule-based method
has two extensive drawbacks; it lacks both portability and
robustness. For this reason, machine learning has emerged as
the better choice for coping with the problem [16], and is the
method we have decided to utilize for our research.

D. Online processing of data

Since we are interested in detecting breaking news, we
have to process the real-time data in a quick way. So
we have to set up our system in such a way that it is
quick enough to get fed data from the Twitter streaming
API. We examine the clusters in set windows of time that
has a length of WINDOW TIME IN SECONDS seconds. We
take the difference between the timestamp of the tweet
currently being processed and the last tweet processed before
the previous output. If this difference is greater than the
duration of our window of time, we output information about
the clusters matching our set parameters. As keeping every
tweet previously processed in memory would quickly exhaust
available resources, we only keep the message of the original
tweet for a cluster in memory, in addition to the tweets added
to it during the current window. A downside of this is that
it also limits the amount of information available to decide
whether a given cluster is news relevant or not.

IV. EXPERIMENT

In this section, we present the details of the experiment we
have devised.

A. Data sets

Our data set consist of 72,000 tweets collected from the San
Fransisco area using the Twitter streaming API5. The data was
collected over a period of 30 hours from May 11 to May 12,
2015. The API provides extensive metadata for the tweets,
most of which are not of interest to us in this experiment. We
thus, to conserve storage space, strip most of it away, only
keeping the tweet text itself, the tweet id, the user id of the
poster, and the timestamp the tweet was posted. As previously
mentioned, our system needs to work for tweets arriving in
real-time. Despite this, we still chose to have a static data set
for the experiments so that the same data would be used in
each test.

B. Tools

Before hashing, the tweets were run through the NER
engine. This put an extra field into the underlying JSON
structure of the tweets where entities were detected called
“entities”. This field contained a list of all the entities detected
in the tweets.

To perform the experiment, we require an implementation of
the LSH algorithm. We have based our implementation on the
ones outlined in [5] and [17]. Our implementation consists of
two modules. The first module is the main LSH module and
takes in a stream of tweets and outputs a stream of tweets
augmented with information about their nearest neighbor (the
id of the nearest neighbor, and its cosine similarity to that
neighbor). The second module takes in a stream of tweets
augmented with information about their nearest neighbor
and outputs clusters of related tweets based on parameters
discussed below.

We use the following static parameters in our LSH
implementation:

– 13 bit hash values (k)
– 36 hash tables (L)
– 20 collisions per hash value
– 2000 previous tweets comparison
These values remain unchanged between experiments. In

addition to these, we have parameters we adjust between
experiments to find ideal values. These parameters, along with
their initial values, can be found in table I.

The first step is tokenizing the tweets by splitting the text
into tokens while removing punctuation. Additionally, tokens
identified URLs, mentions or hashtags are not included in the
list of tokens. If the tweet contains any non-ASCII tokens, the
entire tweet is discarded. The entire tweet is also discarded if
any of its tokens are included in the IGNORE list, or if the
number of tokens left after tokenizing is < MIN TOKENS.
After tokenizing, the nearest neighbor and the cosine similarity
to this neighbor is found. Once this is done, the results are
output and used in the next module responsible for creating
clusters of related stories.

5http://dev.twitter.com
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The next module transforms the stream output from the LSH
module into clusters of tweets based on a few parameters.
If the cosine similarity between a tweet and its nearest
neighbor is at least MIN COSSIM FOR EXISTING, it is
added to the same cluster as its nearest neighbor. If not, a
new cluster is created with the tweet as its first message.
After WINDOW SIZE IN SECONDS seconds have passed
between the timestamp of the first tweet processed and the
current tweet being processed, all stories matching certain
parameters will be printed. A cluster must have had at
least MIN TWEETS IN SLICE tweets added to it during
the current window to be printed. Additionally at least
MIN UNIQUES unique users must have had their tweets
added to that cluster for it to be printed. The last parameter to
be matched for a cluster to be printed is that its information
entropy must be at least MIN ENTROPY.

In addition to finding optimal LSH parameters for detecting
breaking news on Twitter, we want to examine if utilizing
named-entity recognition can further improve the results. To
this end we have used the work of [11]. They achieved
better results than the baseline presented in their work to
customize the named-entity recognition engine to fit the nature
of tweets. We have thus elected to use the implementation the
authors created, which they have published open source on the
Internet6.

C. Conducting the experiment

When conducting the experiment, we first need to establish
a baseline. For this baseline, we gave the parameters the
values listed in table I and calculated the precision achieved
using those values. We define precision here as the proportion
of the returned clusters deemed as news. The values of
MIN COSSIM FOR EXISTING and MIN ENTROPY in the
baseline were chosen based on the findings of [5], while the
values of MIN TOKENS and IGNORE were chosen based on
the findings of [12].

The MIN TWEETS IN SLICE parameter is initially set to 1
(that is any non-empty cluster may get through the clustering
algorithm). The reasoning behind this is that we suspect the
value to have an impact on the results that we want to test,
but setting it to 1 for the baseline effectively switches it off
as to not pollute the results.

Another parameter of interest to the baseline is
MIN UNIQUES, which dictates how many unique users
must have tweets in a cluster for it be to qualified. If this
value is set lower than 2, it opens the proverbial floodgates for
various single-user spam accounts, irrelevant or out-of-context
tweets and other similar phenomena. We thus elected to set
this value to 2 in the baseline and only examine values higher
than this. As a news event is highly unlikely to be of interest
if only one person is writing about it, with no one retweeting
them, we consider this a fair choice to make.

6https://github.com/aritter/twitter nlp

The final tested parameter is
WINDOW SIZE IN SECONDS, which dictates the length of
time between clusters being printed. We were quite unsure of
what would be the ideal values for this parameter. A short
windows would enable the system to more rapidly detect
news events. On the other hand, it is possible that more
time has to elapse for the news events to become properly
identifiable in the clusters. We thus defined the values to test
to be from 5 minutes (300 seconds) to 25 minutes (1500
seconds). We set the baseline to be the middle of the range;
15 minutes (900 seconds).

Though the precision values calculated are valuable, another
interesting facet is how the number of relevant clusters and
non-relevant clusters change between the tests. We want to
maximize the number of relevant clusters while minimizing
the number of not relevant tweets.

After recording the number of relevant and not relevant
clusters in the baseline, we proceeded to change the parameters
one at a time, leaving the others at their baseline value. This
enabled us to see how changing a parameter changes results.
An overview over the various tests we performed, as well as
their results, can be found in table II.

Next we used the information from the NER engine to
further filter the clusters. This was done by simply dropping
those not contain the “entities” field from the output. We did
not perform this additional step on all tests; the ones we did
perform it for are marked with NER in table II.

Finally, we combined a few of the most promising
candidates for news detection in a test. This test is marked
FINAL in table II.

V. RESULTS

Our results, which can fully be found in Table II, show that
the parameters we picked out for our baseline had a fairly
average precision of 0.472. By combining various values for
the different parameters, in addition to including named-entity
recognition, we were able to increase this precision to 0.917.

From the results we can see that there were three things
in particular that largely affected the result: the minimum
amount of entropy allowed in a cluster (MIN ENTROPY
- ME), whether or not named entities were used to filter
the cluster (NER), and the minimum cosine similarity
between two tweets for them to be put in the same bucket
(MIN COSSIM FOR EXISTING - MCFE). We had assumed
in advance that using NER to filter the clusters would have
a positive impact. That this turns out to be the case is thus
not surprising. The MCFE parameter is still within the range
suggested for it in [5] for the optimal values we found. The
experiments show that when MCFE is set lower than its
suggested values, the precision value plummets. We did not
test having this value set higher than their highest suggested
value. The reasoning being that by increasing it, you increase
the number of clusters and reduce the number of tweets
landing in the same clusters. Meanwhile is the ME parameter
set higher than the suggested value of the paper. This seems
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TABLE I
BASELINE PARAMETERS FOR FILTERING TWEETS AND THE LSH CLUSTERING

Baseline
Parameter Value
MIN TOKENS (MT) 2
IGNORE [“i”, “im”, “me”, “mine”, “you”, “yours”]
MIN TWEETS IN SLICE (MTIS) 1
MIN COSSIM FOR EXISTING (MCFE) 0.5
MIN ENTROPY (ME) 3.5
MIN UNIQUES (MU) 2
WINDOW SIZE IN SECONDS (WSIS) 900s

to indicate that news tweets have higher entropy than ordinary
tweets, which seem reasonable. Even though the value is set
higher, there was not a huge difference in the paper’s results
between their suggested value and the value we found to give
the highest precision for detecting news tweets.

Another parameter for which previous research seemingly
has found an optimal value is the one for excluding
tweets containing less than a certain number of tokens
(MIN TOKENS - MT). Both increasing and decreasing this
value led to a slight decrease in precision.

One parameter we thought ahead of time would be
important in detecting news is the MIN TWEETS IN SLICE
(MTIS) parameter. This is the number of tweets assigned to a
cluster during the current time window. Although it seemingly
has little impact on the detection of breaking news, this could
change if tested on a data set that is recorded when some
catastrophe or similar crisis happens. This is because the
parameters work as sort of a dial; the higher it is set, the
more tweets must be generated in a cluster during a window
for it to be detected, which indicates the importance of the
event the cluster describes.

The parameter for excluding clusters with less than a certain
amount of unique users posting to it (MIN UNIQUES - MU)
sees little change in precision by increasing it by one from
the baseline. Although precision increases slightly, by looking
at the raw number one can see that the number of relevant
clusters and the number of not relevant clusters decrease
almost uniformly. Keeping it low, but still above 1 to filter
out an ocean of clusters containing only singular messages,
seem like the best course of action.

Finally, we have the parameter governing the size of the
time window we examine (WINDOW SIZE IN SECONDS -
WSIS). This parameter, like MTIS, did not greatly affect the
results. Still it demonstrated that unlike what we had assumed
in advance, having a shorter time window did not in general
impact the precision negatively. As we want to detect breaking
news as soon as possible we want this value to be as low as
possible.

The test labeled FINAL in Table II is thus a test where we
have combined the optimal values for ME, MCFE, WSIS in
addition to filtering the clusters using NER.

VI. DISCUSSION AND CONCLUSION

In this paper, we have looked at how one can use an
algorithm intended for clustering documents (locality-sensitive
hashing) to filter tweets. We have shown that, by tweaking the
parameters of LSH and including a named-entity recognition
engine in the pipeline, it is possible to achieve a high precision
value for news events in tweets.

The LSH implementation itself performs well, and its
memory footprint only grows linearly with the size of the
vocabulary of the input. With the rate of the free Twitter
streaming API, the implementation processes the tweets
quicker than they arrive, meaning the implementation is usable
in a real-time system.

Many of the relevant tweet clusters found by our algorithm
were tweets and retweets from the U.S. Geological Survey
about small earthquakes occurring in the San Francisco area
(where our tweets were gathered from). These, to us, are
indeed interesting events, however they would only likely be
picked up in areas with seismic activity. Thus, our findings
should be tested on data sets gathered from other geographic
areas.

News detection from Twitter is important in the SmartMedia
project[18], in which semantic technologies and various
recommendation strategies are combined into a mobile news
aggregator[19]. When a new event is detected from Twitter, the
relevant tweets are fed into the news index and subjected to the
same personalization approach as traditional news stories[20].
Whether these tweets provide new insight or faster insight into
breaking news will be tested in future experiments.
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Abstract—Hierarchical softmax is widely used to accelerate the 

training speed of neural language models and word embedding 

models. Traditionally, people believed that the hierarchical tree of 

words should be organized by the semantic meaning of words. 

However, Mikolov et al. showed that high quality word 

embeddings can also be trained by simply using the Huffman tree 

of words. To our knowledge, no work gives a theoretic analysis on 

how we should organize the hierarchical tree. In this paper, we try 

to answer this question theoretically by treating the tree structure 

as a parameter of the training objective function. As a result, we 

can show that the Huffman tree maximizes the (augmented) 

training function when word embeddings are random. Following 

this, we propose SemHuff, a new tree constructing scheme based on 

adjusting the Huffman tree with word similarity knowledge. 

Experiment results show that word embeddings trained with 

optimized hierarchical tree can give better results in various tasks. 

 
Index Terms—Hierarchical Softmax, Word Embedding, Word 

Similarity Knowledge 

 

I. INTRODUCTION 

Raditionally, words are treated as distinct symbols in 

NLP tasks. This treating has limitations especially when it 

is used with n-gram models. For example, if the size of the 

vocabulary is |V|, an n-gram language model will have O(|V|n) 

parameters. The curse of dimensions in the number of 

parameters leads to great difficulties on learning and smoothing 

the model. More advanced methods were proposed to address 

this problem. Word embedding, also known as distributed 

representations or word vectors, is among one of them. The key 

idea is to exploit the similarity between words. Word 

embedding maps words to vectors of real numbers in a low 

dimensional space. Similar words are mapped to close vectors 

while dissimilar words are mapped to vectors with longer 

distance. For example, the word cat may be mapped to (0.8, 0.7, 

), and dog may be mapped to (0.75, 0.77, ), while the 

 
Manuscript received June 25, 2016. 

Junfeng Hu is the corresponding author. (phone: 86-10-62765835 ext 103; 

fax: 86-10-62765835 ext 101; e-mail: hujf@pku.edu.cn) 

Zhixuan Yang and Caihua Li are with the School of Electronics Engineering 

and Computer Science, Peking University, Beijing, 100871, P. R. China. 

(e-mail: {yangzx95, peterli}@pku.edu.cn).  

Chong Ruan and Junfeng Hu are with Key Laboratory of Computational 

Linguistics, Ministry of Education, Institute of Computational Linguistics, 

School of Electronics Engineering and Computer Science, Peking University, 

P. R. China. (e-mail: {pkurc, hujf}@pku.edu.cn). 

word Paris may be mapped to (-0.5, -0.9, ). 

Bengio et al. [1] proposed a neural language model that uses 

word embeddings as input features of the language model. The 

model also treats word embeddings as unknown parameters and 

learns them from data just like other parameters in the neural 

network. Such neural network methods were further improved 

in both efficiency and accuracy by many researchers in the past 

decade such as the log-bilinear model by Mnih & Hinton [14] 

and the skip-gram model by Mikolov et al. [11]. More efficient 

training algorithms were also introduced, including hierarchical 

softmax by Morin and Bengio [16], NCE (noise contrastive 

estimation) [4] [13], and negative sampling by Mikolov et al. 

[10], which is a further simplification of NCE. Simpler models 

and more efficient training algorithms allow learning accurate 

word embeddings from large-scale corpus. 

People used to believed that the hierarchical tree used in  

hierarchical softmax should organize words by the semantic 

meaning of words. For example, Morin & Bengio [16] extracted 

the tree from the IS-A taxonomy in WordNet [12] and Mnih & 

Hinton [15] constructed the tree by repeatedly clustering word 

embeddings into a binary tree. However, Mikolov et al. showed 

that high quality word embeddings could also be learned by 

simply using the Huffman tree. To our knowledge, no work has 

given a theoretical analysis on how we should organize the 

hierarchical tree. Inspired by the analysis performed by Levy 

and Goldberg [9], we try to answer this question by treating the 

tree structure as a parameter of the training objective function. 

Following this, we show that the Huffman tree can maximize the 

augmented objective function when word embeddings are 

random. We can also explain more clearly why semantic related 

words should be placed together in the hierarchical softmax 

tree. Following the theoretical analysis, we propose SemHuff, a 

new hierarchical softmax tree constructing scheme based on 

adjusting the Huffman tree by rearranging nodes in same level. 

Our experiments show that SemHuff can improve the Huffman 

tree in all tasks and hierarchical softmax can outperform 

negative sampling in some situations. 

The rest of this paper is organized in the following way:  

Section 2 analyzes hierarchical softmax by treating the tree 

structure as a parameter. Section 3 proposes SemHuff, our new 

tree constructing scheme. Section 4 presents our experiment 

results, which compares the negative sampling and the 

hierarchical softmax with different tree constructing schemes. 
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In the end, section 5 concludes this paper. 

II. ANALYSIS 

A. Why Huffman Tree Works? 

The skip-gram model predicts the probability over all words 

given one word in its context. The training objective function is 

the log likelihood: 
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A linear classifier with |V| outputs is used to predict the 

conditional probability p(wj|wi). In order to avoid an output 

layer with |V| outputs, which is very computationally expensive, 

hierarchical softmax organizes all words as a binary tree. Then, 

the conditional probability p(wj|wi) of wj is decomposed as the 

product of probabilities of going from the root of the tree to the 

leaf node representing wj. When skip-gram is used with 

hierarchical softmax, the objective function can be written as: 
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where path(wj) is the set of internal nodes on the path from 

the root of the tree to the leaf node representing wj. And d  

(abbreviation for direction) is defined as: 
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The above objective function sums over every word and its 

context words in the corpus. We can group the summation by 

(wi, wj) pairs so that the equation can be written as: 
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where #(wi, wj) is the total number of observed (wi, wj) pairs in 

the corpus. We can divide the equation by the total number of all 

observed pairs, so that the count can be treated as probability: 
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Then we change the order of the summations: 
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where p(wi|wj) = p(wi, wj) / p(wj) is the conditional probability of 

wi occurs in the context of wj. When hierarchical softmax is used 

with the skip-gram model, p(d(wj, n)| n, wi) is computed by a 

logistic regression: 
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If word embeddings and classifier weights are independently 

random initialized from a uniform distribution with zero mean, 

the expectation of p(d(wj, n)| n, wi) is 1/2. And the expectation of 

L with respect to word embeddings is: 
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Since p(wi|wj) is a distribution, it sums to 1: 
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This is also the objective function of the Huffman tree. 

From this result, we can see why the idea of using Huffman 

tree as the hierarchical softmax tree works in practice, since it 

maximizes the objective function when word embeddings are 

random. It also points out the structure of the hierarchical tree 

should consider the frequency of the words besides the meaning 

of the words. 

B. Why Similar Words Should Be Placed Together? 

The motivation of placing similar words in nearby positions 

in the tree is straightforward: the training samples for the 

classifier in each internal node will be more separable because 

similar words will have similar contexts by the distributional 

hypothesis of Harris [5]. We can explain this idea more clearly 

from the perspective of the training objective functions. It will 

also show some connections between the hierarchical softmax 

and decision trees.  

In the training objective function (1), we can sums over all 

internal nodes first: 
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If we assume the classifier in node n is perfectly trained, its 

estimation of the probability of going to the left subtree when 

the input word is wi should be the ratio of training samples 

leading wi to left, that is: 
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Hence an upper bound of the log-likelihood is: 

  
 n

ni
n w k

i WdnwkdpnwkdpL
i

]|[H),|(log)|,(
}1,0{

 

where Hn[d | W] is the conditional entropy between the direction 

d and the word embedding W treated as a random variable, at 

internal node n. If we adopt a top-down splitting tree 

constructing scheme like the decision tree, the dividing criteria 

should be the conditional entropy. If we want to minimize the 

conditional entropy, placing words with similar contexts in the 

same subtree is likely to reduce the entropy.  

III. SEMHUFF 

In this section, we propose our hierarchical tree constructing 

scheme: SemHuff. Noticed that if we rearrange the nodes or 

subtrees of a Huffman tree within the same level, the resulting 

tree remains a Huffman tree, since all leaves keep their original 

depths unchanged. So our strategy is to rearrange nodes in the 

same level so that similar words can be placed together in the 

Huffman tree. 

A. Description 

Assuming we already have word similarity knowledge: Sij is 

the similarity between word wi and wj. We generate an arbitrary 

Huffman tree from the corpus first. Then we adopt a bottom-up 

adjusting strategy: (1) from the bottom level to the top level, for 

level i, we calculate the similarity between all subtrees. The 

12POLIBITS, vol. 55, 2017, pp. 11–16 https://doi.org/10.17562/PB-55-2

Zhixuan Yang, Chong Ruan, Caihua Li, Junfeng Hu

IMPORTANT: This is a pre-print version as provided by the authors, not yet processed by the journal staff. This file will be replaced when formatting is finished.

IS
S

N
 2395-8618



 

similarity of two subtrees is defined as the average similarity 

between theirs leaves (i.e. words). (2) Then we apply the 

weighted maximum matching algorithm to the similarity graph 

of subtrees. (3) Now, we rearrange these subtrees in level i 

according to the matching results. Matched subtrees are 

organized as siblings and subtrees without matching are paired 

arbitrarily. (4) go back to step (1) for level i-1 The algorithm is 

described by pseudo code in Figure 1. 

 

The word similarity knowledge can be extracted from 

different kinds of language resources like WordNet [12] and 

PPDB [2] for the English language. For the Chinese language, 

we extract the similarity knowledge from the ontology 

generated by He et al. [6] in our experiments. The word 

similarity knowledge used by SemHuff is not limited to use 

external prior knowledge. It is also possible to use the word 

embeddings being trained by a bootstrapping process similar to 

Mnih and Hinton [15]. 

B. Demonstration 

To illustrate our algorithm more clearly, a hand-crafted demo 

is provided for further investigation. We choose only 6 words 

and set the corresponding similarity matrix intuitively. Then the 

adjusting procedure is presented in Figure 2. 

In the first step, we consider all possible matches among the 

leaves, cat, dog, tree, grass and find out the best match is 

obviously <cat, dog> and <tree, grass>, so cat and dog are set as 

siblings and so are tree and grass. When it comes to the 

penultimate layer, the four nodes/subtrees to be matched are 

plant, {dog, cat}, animal, {tree, grass}. In this layer, the best 

matches are <animal, {dog, cat}> and <plant, {tree, grass}>. 

Now we see that all similar words are grouped together. After 

this step, adjusting procedure stops, because no upper layer has 

more than two nodes. 

C. Implementation Details 

Our implementation of SemHuff is modified from the original  

word2vec package. In our program, we use the highly efficient 

Blossom V package written by Kolmogorov & Vladimir [7] to 

perform weighted maximum matching. However, it's not 

practical to find the exact weighted maximum matching of a 

dense graph which has tens of thousands vertices and about a 

billion edges, since the complexity of the matching algorithm is 

O(|E||V|3). As a result, some approximation is made: for each 

word, we only keep its 30 most similar words and thus speed up 

the computation. With this method, adjusting can be done in less 

than 20 minutes for a Huffman tree of 80k leaves and 24 layers 

on a typical workstation. 

We'd like to show a snippet of the adjusted Huffman tree in 

Figure 3. We see that similar words have been put together and 

it demonstrates the effectiveness of our adjusting algorithm. 

IV. EXPERIMENTS 

We conduct experiments to compare the performance of 

different hierarchical tree structures. Following Lai et al. [8], we 

evaluate word embeddings by tasks from two perspectives: 

semantic properties of word embeddings and using word 

embeddings as features for downstream NLP applications. 

Our experiments were conducted on the Chinese language. 

function SemHuff(Corpus, S) 

T ← GenerateHuffmanTree(Corpus) 

for d from Depth(T) down to 1 do 

 N ← {s | subtree s in level d of T} 

for i in N and j in N do 

d
jiS ,
←Average({Su,v |wu∈i and wv∈j}) 

end for 

matching ← WeightedMaximumMatching(N, Sd) 

for i∈N do 

if i is matched then 

 rearrange i and its match as siblings in level d of T 

else 

 randomly pick another unmatched subtree as its sibling 

end if 

end for 

end for 

return T 

end function 

Fig. 1.  The pseudo code of SemHuff. The function takes the corpus 

and a similarity measure S between words as input and returns the 

adjusted Huffman tree. 
 

Fig. 2. Top: Huffman tree generated from corpus. Middle: 

Huffman tree after adjusted the bottom layer. Bottom: the 

final Huffman tree. 
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The training corpus used is Xinhua News [3] of two years: 1997 

and 2004. There are about 50 million tokens in the corpus and 

80 thousand words occurring at least 5 times. 

The following models are compared in our experiments: 

a) HS-Huffman: hierarchical softmax with Huffman tree. 

b) HS-SemHuff: hierarchical softmax with SemHuff. The 

similarity knowledge used is the ontology generated 

by the hierarchical clustering algorithm by He et al. 

[6]. 

c) NS: negative sampling with 7 negative samples. 

All models are used with skip-gram and run 20 iterations over 

the entire corpus. The subsampling rate is set to 10-5. 

A. Word Similarity Task 

We extract 3020 pairs of synonyms from Tongyici Cilin 

(available at http://ir.hit.edu.cn/demo/ltp/Sharing_Plan.htm), 

which is a manually built Chinese thesaurus. Tongyici Cilin 

comprises sets of Chinese synonyms. The synonym pairs are 

chosen from synonym sets whose size is not greater than 10, 

because large synonym set in Tongyici Cilin tends to be 

inconsistent. 

For each extracted synonym pair <A, B>, we measure the 

rank of B in a set of candidate words by the distance of its word 

embedding to the word embedding of A. The mean rank (MR) 

and mean reciprocal rank (MRR) is used to evaluate the quality 

of learned word embeddings. For MR, lower is better; while for 

MRR, higher is better. The result for different models in 

different settings is showed in Figure 4 and Figure 5. 

The MR and MRR give consistent evaluation: NS > 

HS-SemHuff > HS-Huffman. Though, the MR value of several 

hundred is somehow counterintuitive. After investigation, the 

reason can be explained as follows. Only one word embedding 

is learned for a certain word, while it is always the case that one 

word has multiple meanings and usages. Take 团长 and 参谋长 

for an example, 参谋长 means "a chief of staff in an army'', 

while 团长 have many meanings. One of its meanings is "a 

regimental commander'', which is used in the context of military 

affairs, so it may co-occur with 参谋长 frequently. Besides, 团

长 can also be used to refer to the head of a delegation, a circus 

troupe, an opera troupe, and many other groups. This 

asymmetry in word usage leads to the following phenomenon: 

for the word 参谋长, 团长 is its close neighbor, because 参谋

长 is only used in military topics and 团长 is also salient in this 

context. But when we stand in the view of 团长, 参谋长 is not 

similar to 团长, because many other words such as 演员(actor), 

代表(representative) will occupy the vicinity of 团长, and 参谋

长 will get a rank worse than 1000. If we average a small 

number and a large number, say 10 and 1000, the result will be 

several hundred. What's more, the training corpus and the 

testing word pairs are not exactly in-domain, which contributes 

to this large rank, too. 

B. Analogy Task 

Our second evaluation method is the analogy task. If the 

relation between word A and B is similar to the relation between 

C and D, then vector(A) - vector(B) ≈ vector(C) - vector(D). 

Since we use Xinhua News as training data, information about 

Chinese cities and provinces should be attained. Thus, we 

choose 20 pairs of <provincial capital city>:<province> to 

 
Fig. 3. Top: Huffman tree generated from corpus. Bottom: 

Huffman tree after adjustment. 
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Fig. 4. Word similarity test results measured by MRR(mean 

reciprocal rank). The x-axis is the number of iterations over 

corpus during the training of the word embedding.  The first 

row presents results for 50-dimensional vectors, while the 

second row is for 200-dimensional vectors. 
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generate 202 = 400 analogy problems. In each problem, a 

city-province pair, say A and A', and another city, say B, are 

given, while the province whose capital city is B is unknown. 

Then, we search the word X from the whole vocabulary to fill in 

the blank such that the analogy identity vector(city A) – 

vector(province A') = vector(city B) – vector(X) is fitted as well 

as possible. 

All models were trained for 20 iterations and the test is 

performed after every iteration. The best result for each model is 

showed in Table 1. The result is encouraging: word embeddings 

always give some province as the answer although we search for 

the word X among all words in the vocabulary. A precision of 

75% can be achieved with our SemHuff model. 

From these results, we see that NS is powerful for dimension 

50 but is surpassed by hierarchical softmax models in the high 

dimensional case. Our HS-SemHuff model improves 

HS-Huffman significantly in the 50-dimensional case, and it 

outperforms HS-Huffman in every experimental setting, and 

gives the best result for dimension 200. 

C. POS Tagging Task 

The third task is using word embeddings as features for POS 

tagging. In this task, we use a very simple POS tagger: for a 

word w, we concatenate the word embeddings of words in the 

context windows of w as features. 

And a linear softmax classifier is trained on these features. 

This simple model is used because we think simpler models can 

better reflect the quality of input features. The results are 

showed in Figure 6. 

In this task, NS performs better. As for two hierarchical 

softmax models, our HS-SemHuff is comparable with 

HS-Huffman in the low dimensional case and gives better 

results for dimension 200. 
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Fig. 5. Word similarity test results measured by MR(mean 

rank). The x-axis is the number of iterations over corpus 

during the training of the word embedding.  The first row 

presents results for 50-dimensional vectors, while the second 

row is for 200-dimensional vectors. 

TABLE I 

ANALOGY TEST RESULTS 

Model Name 
Context 

Window Size 
Word Vector 

Dimension 

# of Correct 

Predictions 

Huff 5 50 143 

NS 5 50 235 

SemHuff 5 50 217 

Huff 9 50 161 

NS 9 50 254 

SemHuff 9 50 220 

Huff 5 200 267 

NS 5 200 194 

SemHuff 5 200 280 

Huff 9 200 294 

NS 9 200 268 

SemHuff 9 200 300 
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Fig. 6. POS tagging test results. The y-axis is the accuracy of 

the resulting POS tagger. The x-axis is the number of 

iterations over corpus during the training of word 

embeddings. 
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V. CONCLUSION 

In this paper, we seek to give some theoretical analysis on the 

widely used hierarchical softmax algorithm. By treating the tree 

structure as a parameter of the training objective function, we 

show that the reason why the common practice of using the 

Huffman tree works well is that the Huffman tree maximizes the 

objective function when word embeddings are random. We also 

show that the dividing criterion is the conditional entropy if we 

adopt a top-down splitting tree constructing scheme. Following 

the theoretical analysis, we propose SemHuff, a tree 

constructing scheme based on adjusting the Huffman tree. From 

the experiments, we show that negative sampling performs well 

in most tasks while hierarchical softmax performs better in high 

dimensional analogy task. And SemHuff further improves the 

original hierarchical softmax algorithm in all of our tasks. 

In fact, a more natural idea is to directly optimize the training 

objective function with respect to the tree structure instead of 

adjusting a Huffman tree. However, the optimization over the 

space of all binary trees seems hard. We think some 

approximation or relaxation is necessary to solve this 

optimization problem. We leave this as future work for this 

research. 
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Abstract—This paper is a preliminary study which compares 

nine ML methods of sentiment analysis aimed towards classifying 

a corpus of 5.3 million messages of the public on Facebook pages 

of incumbent politicians. Two sentiments were examined: the 

general attitude of a comment and the attitude of the comment 

towards the content of a political post. Our results show that 

Logistic Regression outperformed the other eight ML models in 

terms of accuracy and F-measures. Also, we found that n-gram 

representation performed best. An interesting finding is a 

difference in success rate when classifying attitude in general vs. 

attitude towards the content in the political context. 

 

Index Terms— Machine Learning, Political discourse, 

Sentiment analysis, , Social media  

 

I. INTRODUCTION 

RESEARCH about the use of social media platforms, such 

as Facebook and Twitter, by politicians has increased in recent 

years. These studies examined patterns of behavior of 

politicians, characteristics of the relationships between 

politicians and other groups like journalists, celebs and 

influencers, success and failure factors of political use, 

propagation of political information in social media and more. 

This paper adds to the rich literature of politicians and social 

media by comparing nine Machine Learning (ML) methods of 

sentiment analysis in an attempt to classify a large corpus of 

5.3 Million posts of users replying to politicians (Israeli 

Member of Knesset, hereafter MKs), posted on Facebook 

during 2014-2015. This is the first phase of a larger project 

aimed towards establishing an explanatory model for 

commenting positively on politicians posts on facebook. The 

goal of this first phase is to choose the best method for 

classifying automatically such a big corpus of comments on 

political posts, in order to be able later run statistical tests to 

develop an explanatory model of such comments.  
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In this research, we adopt a supervised ML approach. First, we 

obtained a user comments dataset annotated with sentiment. 

We distinguish between two sentiment classification tasks: 

General attitude and Attitude towards the content of the post. 

Second, we represent each comment as a vector of features. 

Our feature set include both Facebook depended features, such 

as "like" and emojis counts, and text-based features. We 

compare five different text representation approaches, i.e., 

word, lemma, character n-grams, dictionary-based and 

extended dictionary-based, by training a classifier to 

distinguish among sentiment labels, analyzing the relevant 

features and predicting sentiments for new comments.  

The contribution of this study is derived by several factors: the 

dataset is derived from a large corpus (~5.3 Million messages 

posted over 2 years on Facebook), the comparison of two 

different sentiment classification tasks, and it is the first work 

in NLP on Hebrew Facebook for classification purposes. 

  

II. THEORETICAL BACKGROUND AND LITERATURE 

A. Politicians on Social Media  

Social media has an important impact on public discourse, 

and is a major player in political context by users and 

politicians. Comparative literature survey shows that the use 

of social media among politicians is constantly increasing in 

democracies, such as Britain [1], New Zealand [2], Australia 

[3], the US [4] and Israel [5], while also political participation 

on social media has increased. In the context of our study two 

main streams of research which examine political discourse on 

social media are relevant. One, research that focuses on 

information flows around political content, and on analysis of 

relationships among users. For example, Kushin and Kitchener 

focused on political groups on Facebook and found that the 

representation of viewpoints was highly skewed in favor of 

discussion among likeminded participlants (homophily) [6]. 

This homophilous tendency has been reported in other studies 

which examined other platforms such as Twitter and blogs [7, 

8]. Second, research that focuses on sentiment in context of 

political discourse. For example, Robertson et al studied 

political discourse on Facebook while focusing on two 

politicians for 22 months and found that positive comments 

decreased over time, while negative comments increased [9]. 

This is similar to the findings of other researchers who showed 

that the political discourse is dominated by a small portion of 

users and has a large negative rhetoric laced with sarcasm and 

humor [10], and that online political discussion tends to 
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contain a significant level of uncivil discussion [6]. Stieglitz 

and Dang-Xuan have shown that emotionally charged Twitter 

messages tend to be shared more often and more quickly 

compared to neutral ones [11]. Our project enters at this 

domain. It contributes to the literature by examining the 

comments of the public on a large corpus of data (5.3 Million 

messages) collected for two years on posts of political 

incumbent in Israel (MKs).  

B. Sentiment Analysis 

When Automatic sentiment analysis addresses the tasks of 

automatically identifying, extracting, and analyzing subjective 

information in natural language texts. The general aim is to 

determine the author’s opinion about a specific topic. Most 

sentiment analysis studies address marketing and commercial 

tasks, such as extracting opinions from customer reviews [12–

14], movie reviews [15, 16], and product reviews [17, 18]. 

Simultaneously, there is increasing interest in the sentiment 

analysis of the social web.  Sentiment analysis enables to 

know what people think about specific topic and to perform 

analysis in order to plan future actions. There is a widespread 

variety of studies concerning sentiment analysis of posts in 

various social forums such as: blogs, Facebook, and Twitter. 

Tsytsarau and Palpanas [19] reviewed the development of 

sentiment analysis and opinion mining during the last years, 

and also discussed the evolution of a relatively new research 

direction, namely, contradiction analysis. The authors supplied 

an overview of the most popular sentiment extraction 

algorithms, used in subjectivity analysis and to compare 

between them. They also introduced an overview of the most 

popular opinion mining datasets and data sources. According 

to their analysis, the trends of the past years show an 

increasing involvement of the research community, along with 

a drive towards more sophisticated and powerful algorithms. 

They tried to identify several interesting open problems, and 

to indicate several promising directions for future research. 

Various general approaches have been proposed for the 

sentiment classification task. Two of the main approaches are 

the ML and the Dictionary approaches. In our study, we used 

both the ML and the Dictionary approaches.  

The ML approach is composed of two general steps: (1) 

learn the model from a training corpus, and (2) classify a test 

corpus based on the trained model [17, 20, 21]. Various ML 

methods have been applied for sentiment classification. For 

instance, Pang and Lee applied three ML methods: Naive 

Bayes (NB), Maximum Entropy (ME) and Support Vector 

Machines (SVM) [22]. Pang and Lee [22] combined SVM and 

regression (SVR) modes, with metric labelling. Glorot et al. 

[23] applied a deep learning method for large-scale sentiment 

classification. Moraes et al. [24] empirically compared 

between SVM and ANN for document-level sentiment 

classification. 

The Dictionary approach is based on a pre-generated 

dictionary that contains sentiment polarities of single words, 

such as the Dictionary of Affect of Language2, the General 

                                                           
2  http://www.hdcus.com/ 

Inquirer3, the WordNet-Affect4, or the SentiWordNet [25]. 

Polarity of a sentence or document is usually computed by 

averaging the polarities of individual words. Most of the 

dictionary methods aggregate the polarity values for a 

sentence or document, and compute the resulting sentiment 

using simple rule-based algorithms [26]. More advanced 

systems, such as the Sentiment Analyzer introduced by Yi et 

al. [21], and the Linguistic Approach by Thet et al [16], 

extract sentiments precisely for some target topics using 

advanced methods that exploit domain-specific features, as 

well as opinion sentence patterns and Part-Of-Speech tags. 

Some studies applied both the ML and the Dictionary 

approaches. For example, Ortigosa et al. [27] introduced their 

system, called SentBuk, which is able to extract information 

about the student’s sentiments from the messages they write in 

Facebook with high accuracy. SentBuk retrieves messages 

written by users in Facebook and classifies them according to 

their polarity (positive, neutral or negative), extracts 

information about the users’ sentiment polarity according to 

the sent messages, models the users’ regular sentiment 

polarity, and detects significant emotional changes. The 

classification method implemented in SentBuk combines 

lexical-based and ML methods. SentBuk obtained an accuracy 

result of 83.27% using this classification method. Thelwall, et 

al. [28] described and assessed the SentiStrength 2 as a general 

sentiment strength detection algorithm for the social web. 

Their software primarily uses direct indications of sentiment. 

The results from six diverse social web data sets (MySpace, 

Twitter, YouTube, Digg, Runners World, BBC Forums) 

indicate that their software is better than a baseline approach 

for all data sets in both supervised and unsupervised cases. 

SentiStrength 2 is not always better than ML approaches that 

exploit indirect indicators of sentiment, and is particularly 

weaker for positive sentiment in news-related discussions. In 

general, SentiStrength 2 is robust enough to be applied to a 

wide variety of different social web contexts. 

III. METHODS 

We compare nine ML methods on a manually coded dataset 

(N=577) in order to find the best suitable algorithm for 

classifying comments in political pages of incumbent 

politicians on Facebook. Once we find the best method we can 

then classify automatically the entire corpus. The corpus is 

comprised of posts of 84 (out of 120) MK members (n posts = 

33,537), and the comments of ~2.9M users (n of comments = 

~5.3M).  

A. Preparing the dataset for Analysis 

We study two main variables: ATTITUDE and 

ATTITUDE_TOWARDS_CONTENT_OF_THE_POST.  

ATTITUDE: The general attitude conveyed in a comment to a 

political message. The general attitude focuses on the vibe of 

the comment.  For example – if a comment strengthens the 

                                                           
3  http://www.wjh.harvard.edu/~inquirer/ 
4  http://wndomains.fbk.eu/wnaffect.html 
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opposite view of an MK post, this will still be considered as a 

general attitude that is positive.  

ATTITUDE_TOWARDS_CONTENT_OF_THE_POST: The 

Attitude of the comment towards the political post denotes 

whether the commenter support or oppose the political content 

of the post (1=Positive, 2=Negative, 3=Neutral, 4= Not 

Applicable, that is the comment does not relate to the post of 

the MK, 99=Unclear/Undefined)  

Initially, we manually coded 100 comments by 3 coders. 

Coding manually political messages is complicated as the 

same text may reflect multiple attitudes towards multiple 

stakeholders. Therefore, we needed 3 rounds of manual coding 

in order to reach a satisfactory reliability level. In each one of 

the rounds the coders discussed the disagreements and refined 

the coding scheme to reach a better agreement. In the 3rd round 

we calculated Fleiss’ Kappa to measure reliability of 

agreement for two variables: attitude (0.78) and attitude 

towards content of the post (0.82). A Fleiss Kappa between 

0.6-0.8 is considered a ‘substantial agreement’, and >0.8 

‘almost perfect agreement’[30]. Once we reached a high level 

of agreement, one coder continued and manully coded 612 

comments. The comments were chosen respective to their 

distribution in the main corpus (see table 1). 
 

 

 

TABLE I 

THE DISTRIBUTION OF THE ATTITUDES IN THE SAMPLED DATASET 

 Variables  Positive Negative Neutral Not Applicable Unclear 

ATTITUDE 233 327 47 - 5 
ATTTUDE_TOWARDS_CONENT_OF_THE_POST 221 122 16 243 10 

 

 

 

For the preparation of our dataset we omitted the unclear 

category and comments which were not written in Hebrew or 

in English. Finally, the dataset that we ran was N=577. 

B. Supervised attitude classification 

In this research, we adopt a supervised Machine Learning 

(ML) approach for classifying Facebook comments. We next 

describe the collected information from the text and Facebook 

properties and how we incorporate it as features within the 

ML framework.   

Feature Sets. We next detail how the special characters of 

Facebook, e.g. emojis, found useful in prior work, are encoded 

as features and describe different text representations, which 

we have explored, for feature extraction. 

Facebook-based Features. In the last decade, the necessity 

of incorporating Emojis' information in automated sentiment 

classification of informal texts was proven [14, 31–34]. 

Therefore, we encoded each Emoji as separate feature and 

counted the number of its occurrences in the comment. Next, 

using Facebook API, we extracted additional three Facebook 

depended features: the number of "likes" that the comment 

got, the number of comments on the comment, and a Boolean 

feature, which indicates whether the commentator also "liked" 

the status. Another two features that we defined are the 

number of occurrences of the MK writer of the post and the 

number of occurrences of other MKs, either aliens or rivals of 

the post writer. 

Text-based Features. First, we define two general text-

based features: the number of words in the comment and the 

number of characters in the comment. Then, following the 

rationale of Aisopos et al. [35] that the higher the number of 

punctuations is, the more likely is the corresponding comment 

to be subjective, we encoded common punctuations (with 

frequency > 10) as features by counting their normalized 

number of occurrences. In Twitter, Aisopos et al. found that 

while exclamation marks constitute a typical annotation for 

positive sentiments, question marks usually express a negative 

feeling. The defined punctuation features allow us to explore 

whether these findings are also valid in our setting. 

Next, we investigate five types of text representations: 

1. Unigram/Word representation - Each of the words in the 

comment is considered as a feature. The score of the feature 

is the word number of occurrences in the comment divided 

by the comment length (termed normalized word count). 

2. Lemma representation- We lemmatized all the comments 

using a Part-of-Speech (PoS) tagger [36]. Then, each of the 

comments' lemmas is a feature scored by the normalized 

lemma count. 

3. Character n-grams representation - Each comment is 

considered as a character n-grams, i.e., strings of length n. 

For example, the character 3-grams of the string "character" 

would be: "cha", "har", "ara", "rac", "act", "cte", and "ter".  

Since there is much less character combinations than word 

combinations, this representation overcomes the problem of 

sparse data that arises when using word representation. On 

the other hand, this representation still produces a 

considerably larger feature set. Previous work on short 

informal data showed that character n-gram features can be 

quite effective for sentiment analysis [35, 37]. This is due 

to the tendency of noise and misspellings to have smaller 

impact on substring patterns than on word patterns. 

Therefore, in this representation, we considered each of the 

character n-grams of the comment as a feature and scored it 

by its normalized count in the comment. 

4. Dictionary-based representation - We combine the 

dictionary approach, which relies on a pre-built dictionary 
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that contains opinion polarities of words, with our ML 

approach. Our features are the dictionary words scored by 

their normalized count. We used the intersection of the seed 

sentiment list with the manually extended list of 85 positive 

words and 83 negative words generated by HaCohen-

Kerner and Badash [38].  

5. Extended dictionary-based representation- We extended our 

dictionary with Facebook sentiment words by applying a 

statistical measure of word co-occurrence. Assuming that 

words that occur frequently together are topically related 

[39], for each sentiment word in the original dictionary 

(described in the previous dictionary-based representation), 

we extracted the 20 most similar word using Dice 

coefficient [40] and an unannotated corpus of over than 4 

million comments. Then, an annotator selected the 

sentiment words from these candidate lists. We increased 

the size of our Hebrew dictionary (the extended sentiment 

list) from 177 words to 830 words (327 positive words and 

503 negative words). Our features are the dictionary words 

scored by their normalized count. Since the dictionary was 

generated from the Facebook corpus, the extracted 

sentiment words are typical to Facebook. We recognized 

two interesting type of words: slang sentiment words such 

as ״king״ and ״stupid״, and sentiment words from events 

that affect political discourse such as ״terrorist attack״ and 

 .״unemployed״

IV. RESAULTS  

We used nine ML methods to combine the features in a 

supervised classification framework: Random Forest, Decision 

Tree, Bagging, Adaboost, Bayes Network, Supported Vector 

Machine (SVM), Logistic Regression and Multilayered 

Perceptron. We estimated the accuracy rate of each ML 

method by a 10-fold cross-validation test. We ran these ML 

methods by the WEKA platform [41, 42] using the default 

parameters. To reduce the number of features in the feature 

sets, we tried to filter out non-relevant features using two well-

known feature selection methods: Information gain (InfoGain, 

IG) [43] and Correlation-based Feature Subset (CFS) [44]. 

The second method had better performance. Therefore, the 

results presented in this section include CSF feature selection 

which significantly improved the accuracy of all the 

configurations. (We detail the important features, which were 

selected by the CSF feature selection for the best 

configurations in Table 5 of the analysis Section). 

 

 

TABLE II 

  COMPARISON OF RESULTS OBTAINED BY NINE ML METHODS 

 

# ML Method ATTITUDE ATTITUDE_TOWARDS_CONTENT 

  Accuracy (%) F-Measure Accuracy (%) F-Measure 

1 Random Forest 74 0.713 60 0.589 

2 Decision Tree (J48) 71 0.699 61 0.565 

3 Bagging 73 0.712 63 0.598 

4 AdaBoost (M1) 69 0.67 61 0.54 

5 Bayes Network 71 0.693 60 0.55 

6 Logistic Regression 78 0.771 66 0.64 

7 Multilayered  Pereceptron 75 0.744 62 0.595 

8 SVM (SMO) 72 0.709 62 0.579 

9 SVM (LibSVM) 69 0.673 61 0.54 

 
 

TABLE III 

 COMPARISON OF RESULTS OBTAINED BY FIVE TEXT-BASED REPRESENTATIONS 

 

# Representation ATTITUDE ATTITUDE_TOWARDS_CONTENT 

  Accuracy (%) F-Measure Accuracy (%) F-Measure 

1 Word\Unigram 78 0.771 66 0.64 

2 Lemma 77 0.761 64 0.619 

3 Character n-grams 80 0.801 67 0.665 

4 Dictionary-based 74 0.733 61 0.554 

5 Extended dictionary-based 75 0.742 62 0.562 

 

Table 2 shows the performances of the different ML 

methods on the feature set of Facebook and the state-of-the-art 

word representation. The best ML method was Logistic 

Regression. Therefore, we have performed further 

experiments using only this method. 

In this research, we investigated five types of text 

representations (Section 3): unigram\word representation, 

lemma representation, character n-grams representation, 

dictionary-based representation and extended dictionary-based 

representation. The attitude classification results of the 

Logistic Regression algorithm using each of these 

representations are presented in the left side of Table 3. The 

character n-grams representation (n=3) yielded the best 

accuracy result (80%). The advantage of the representation 

over the extended dictionary-based representation is notable 

(5%) and is statistically significant according to the McNamar 
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test [45] at level 0.05.  Even though, we extended our 

dictionary using statistical co-occurrence measure, the 

dictionary coverage is still limited. We consider utilizing a 

semi-automatic iterative scheme to increase the recall of the 

dictionary [46]. 

The results of the attitude towards content classification 

results of the Logistic Regression algorithm are presented in 

the right side of Table 3. The best results (67%) were obtained 

using the character n-grams representation (n=2 and n=3). 

However, these results are significantly lower than the results 

of the attitude classification. The task of attitude towards 

content classification is difficult and more sophisticated text 

understanding approaches, e.g. semantic similarity between 

the post and the comment, should be applied. 

We experiment three configurations of the character n-

grams representations: n=2, n=3 and a combination of n=2 and 

n=3. Table 4 shows a comparison of the character n-grams 

configurations for the two classification tasks. The optimal 

configurations of the tasks were different.   

 

TABLE IV  

A COMPARISON OF THE CHARACTER N-GRAMS CONFIGURATIONS 

# Character n-grams ATTITUDE ATTITUDE_TOWARDS_CONTENT 

  Accuracy (%) F-Measure Accuracy (%) F-Measure 

1 n=2 74 0.737 64 0.625 

2 n=3 80 0.801 62 0.577 

3 n=2 and n=3 74 0.75 67 0.665 

 

V. ANALYSIS 

We used the information obtained by the CFS selection 

method to better understand which features have more 

influence on the classification accuracy. Table 5 presents 

information on the features, which were selected by the CFS 

method for the best configuration f or each of the 

classification tasks. The Boolean feature, which indicates 

whether the commentator also "liked" the status was 

informative for both of the tasks. Although the name of the 

writer of the post was not selected by the attribute towards 

content classifier, the character 2-grams "MK", which 

indicates a mention of a politician, was selected. No emoji 

feature was selected for any of the tasks. Only some of the 

selected features were informative, namely formed a word of 

two or three letters in English or Hebrew. For example, in the 

top-20 selected features, both classification tasks selected the 

English word "age" along with the Hebrew words ״already״ 

and ״next״. Additional selected features for the attitude 

classification task were the Hebrew words ״law ״, ״ father , ״

her״ ״, ״ for them ״, ״ past״ and ״white״. Additional selected 

features for the attitude towards content classification task 

were the Hebrew words ״sex ״, ״ it ״, ״ no״ and two plural 

suffixes of two letters. 

   

 

TABLE V  

SELECTED FEATURES FOR THE BEST CONFIGURATIONS 

Task # 

feat. 

Facebook-based Text-based General 

Attitude classification 62 COMMENTOR_LIKED,  

MK_WRITER_OF_POST 

HE: 51 

EN: 6 
Special chars: "and ״ 

Comment length (number of 

words) 

Attitude towards 

content 
43 COMMENTOR_LIKED HE: 20 (n=2), 14 

EN: 3 (n=2), 4 

(n=3) 

Special chars:  / 

 

 
TABLE VI 

 ATTITUDE CLASSIFICATION: CONFUSION MATRIX 

Positive Negative Neutral  

177 48 0 Positive 
34 270 14 Negative 

4 14 16 Neutral 

 

 
TABLE VII  

ATTITUDE TOWARDS CONTENT CLASSIFICATION: CONFUSION MATRIX 

Positive Negative Not applicable  

129 69 19 Positive 

26 212 13 Negative 

30 31 48 Not applicable 
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Table 5 we complete our analysis by presenting the 

confusion matrixes of the best classification results. Each 

column of the matrix represents the instances in a predicted 

class while each row represents the instances in an actual 

class. 

Table 6 shows that most of the classification errors were 

due to incorrect classification of positive comments as 

negative (48) and vice versa (34). Most of the incorrectly 

classified neutral comments were classified as negative. No 

positive comment was classified as neutral. 

Table 7 shows that most of the classification errors were 

due to incorrect classification of positive comments as 

negative (69) and vice versa (26). However, there was no 

different between the number of comments that are not 

forwarded to the content which were classified as positive (30) 

and the number of these comments which were classified as 

negative (31). 

VI. CONCLUSIONS  

In this paper, we presented two sentiment classification tasks: 

General attitude and Attitude towards the content of the post. 

We combined Facebook-based and text-based features in 

supervised ML algorithms. We obtained that classifying the 

attitude towards the content is significantly more difficult. For 

both of the tasks, we found that the character n-grams model 

text representation outperformed other four representations. 

This is the first work in NLP on Hebrew Facebook for 

classification purposes. 

 We further plan to explore word embedding for text 

reoresentations, where words are mapped to vectors of real 

numbers. Methods of word embedding mathematically reduce 

the dimension of the words' vector to a continuous vector with 

a lower dimension. The dimension reduction is often 

implemented by one of the following methods: neural 

networks, dimensionality reduction on the word co-occurrence 

matrix and probabilistic models. 

 In addition, to increase the performance of the attitude 

towards context classification, we plan to add features which 

calculate the textual and semantic similarities between the post 

and comment text. 
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Abstract—We propose a generic multi-entity page rank 

algorithm for ranking a set of related entities of more than one 

type. The algorithm takes into account not only the mutual 

endorsements among entities of the same type but also the 

influences of other types of entities on the ranks of all entities 

involved. A key idea of our algorithm is the separation of prime 

and non-prime entities to structure the iterative evolution of the 

ranks and matrices involved. We illustrate the working of the 

proposed algorithm in the domain of concurrently ranking 

research papers, their authors and the affiliated universities. 

 

Index Terms— Multi Entity Page Rank, Mathematical Model, 

Evolving Stochastic Matrix, Prime Entity 

 

I. INTRODUCTION 

In this paper, we propose a mathematical model which can 

be used for ranking multiple interacting entities. It is widely 

accepted that page rank algorithm gives a meaningful and 

practical ranking order among a network of mutually related 

entities. However, the original page rank algorithm is designed 

for homogeneous entities and more often than not one finds it 

useful to rank sets of interacting or dependent entities of more 

than one kind in a system. The concept of ranking multiple 

entities at once is not entirely new and has been explored earlier, 

especially in ranking authors, papers and journals in a single 

system. However, the modifications to the page rank algorithm 

suggested in previous work were application specific and, as 

such are not readily suited to other applications. We present a 

generic algorithm which can be adapted to any specific 

application domain. We also illustrate the working of the 

algorithm with suitable examples and show mathematically 

how our algorithm is different from previous modifications. 

The main intuition behind the mathematical model is that 

tighter coupling between various entities in the ranking 

algorithm gives us better ranking orders. Our model ensures 

this by having an evolving stochastic matrix that changes 

iteratively along with the rank vectors of the entities.  

Let’s begin with an example to illustrate the intuition and 

motivation behind the algorithm for ranking multiple entities 

concurrently. Consider the problem of ranking universities 

purely from an academic perspective based on the research 
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output of the universities. One would consider multiple factors 

for ranking: professors who work there, the research work they 

publish, the citations they obtain, and so on.  We now face the 

related problem of ranking professors across universities by 

perhaps considering quite the same factors like the university 

where they work, their publications, citations, and so on. What 

we see here are a set of related entities whose ranks depend on 

each other: universities, professors, publications and perhaps 

others such as journals, conferences and publishers. In order to 

model this, we’ll need a multi-entity ranking algorithm.   

The outline of this paper is as follows:  a brief review of 

previous work; a generic mathematical model for multi-entity 

page ranking algorithm; an example of how we can use the 

model for ranking authors and papers along with results in brief; 

a mathematical exposition of the internals of the algorithm. 

II. PREVIOUS WORK 

Page Rank algorithm, developed by Sergey Brin and Larry Page 

was designed to rank web pages [1]. It is based on the random 

surfer model which allows a surfer to jump to a random page 

without necessarily following the “out-links” of the current web 

page. It is designed such that web pages with higher numbers 

of in-links or higher quality in-links, or both, are assigned 

higher ranks. This is a recursive algorithm that can be realized 

by a series of matrix multiplications. We present the core ideas 

and notations of the Page Rank algorithm briefly for the reader's 

convenience: 

Let N be the number of pages to be ranked. We have a row 

normalized matrix 𝐻 representing the directed graph of N 

nodes (i.e., pages) where the edges denote the hyperlinks 

between the pages (or any other such relation among the 

entities). The stochastic matrix G is then constructed as: 

                         𝐺 = 𝑑 × 𝐻 +
1−𝑑

𝑁
× 𝐸             (1) 

where 𝑑 is the damping factor describing the probability of 

jumps from one node to another and 𝐸 is a matrix of all 1's. This 

matrix G should be interpreted as the matrix showing how a 

user may navigate from one page to another on the web. A user 

can either jump to a page following the links on that page or go 

directly to a random page. 𝑑 indicates the probability that he 
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will continue following the links mentioned on the page. 

Empirically, 𝑑 is usually set to a value of 0.85. Page ranks are 

computed by the formula: 

𝑅 = 𝑅0 × 𝐺𝑛          (2) 

where 𝑅 is the vector containing scores (i.e., ranks) of the 

nodes, 𝑅0 is the vector describing initial assignment of ranks 

and 𝑛 is the number of iterations until convergence. 𝑅0 is 

generally constructed by assuming that all nodes have equal 

scores. Finally, after a sufficient number of iterations n, nodes 

which have in-links from other high scoring nodes or have a lot 

of in-links or both, get higher scores.  

Modifications suggested in previous work to adopt the page 

rank algorithm for multiple interacting entities have focused 

mainly on the ranking of authors and papers in a network 

[2,3,4,5,6]. We consider two main papers out of those. Zhou, 

Orshanskiy, Zha and Giles [6] have suggested an algorithm 

based on Page Rank that considers three networks – social 

network connecting authors, citation network connecting 

publications and the authorship network connecting the authors 

with the papers. In their algorithm, the ranks of the authors and 

papers are first independently computed and then coupled using 

intra-class or inter-class walks. That is, in terms of the original 

Page Rank algorithm, if the random surfer was at an author node 

then he could randomly jump to another author node or to a 

paper node. This captures the interdependency between the 

final ranks of authors and papers to some extent. Yan, Ding and 

Sugimoto [5] have also taken a similar approach where they 

rank journals, authors and papers together. In this work, 

however, the ranks of the papers, authors and journals are 

computed simultaneously. They create a stochastic network of 

papers and then create inter-entity walks between papers and 

journals and papers and authors. Interestingly, the stochastic 

matrix is dynamically updated as the ranks of authors or 

journals change. The formula used to update the matrix is: 

                       �̿� = 𝑑�̅� + (1 − 𝑑)𝑣𝑒𝑇                 (3) 

where �̿� is the stochastic matrix, �̅� is the adjacency matrix 

and 𝑒 is a vector of 1s. The rationale followed is that, users don’t 

navigate towards all papers equally; rather they jump towards 

papers published by reputed authors or journals or both. The 

vector 𝑣 captures the impact of the score of the journal and the 

author as a metric for the probabilities of jumping. In fact, the 

probabilities of jumping towards a paper changes as the ranks 

of authors or journals change and this is reflected in the 

stochastic matrix. That is, higher the author score or journal 

score, greater the probability of a random surfer jumping 

towards that paper. However, this may lead to a false ranking 

order as average papers written by good authors get a higher 

score irrespective of the citations obtained by them. This is 

because the score assigned depends on the contents of the 

stochastic matrix. 

We can further illustrate this drawback as follows: consider 

a paper that is written by very good authors and published in a 

reputed journal but has not yet received any cites. When we do 

a stochastic matrix update, its cell contents get updated and 

logically, all papers start giving credit to this paper (which 

could sometimes be even greater than the credit that those 

papers are giving to actually cited papers). Further, the whole 

process being recursive, the paper score boosts the author and 

journal scores which further boost the citing strength. As such, 

papers which may not deserve high scores end up getting them. 

Nevertheless, changing the matrix dynamically has its own 

advantages, primarily because we cannot decouple the ranking 

of any one of the entities from the others given their 

interdependencies. In our model, we evolve the stochastic 

matrix by considering who is citing (which, in fact is the main 

idea of Page Rank) rather than who is getting cited and the 

resulting probabilities of jumping to any node are more likely 

to reflect the reality of the application domain. 

III. TEST DATA 

We use a publication and citation data set that we extracted 

from Google Scholar to illustrate and test our algorithm. We 

chose all papers belonging to the subject of “Web Semantics” 

published between 2013-2014. The details of the dataset are as 

shown in Table 1. 

Table 1. Data about Papers in Web Semantics in 2013-14. 

Number of unique Authors 1,801 

Number of Papers 1,124 

Number of Citation edges (excluding self-

cites) 

8,294 

Number of Citation edges (including self-

cites) 

10,192 

 

IV. MATHEMATICAL MODEL 

A. Notation:  

 E=Set of all entity classes considered for ranking.  

 𝑁𝑖 = Number of instances of entity type 𝑖. 

 𝑇𝑖𝑗 denotes the 𝑗𝑡ℎ instance of entity type 𝑖. 

 𝑂𝑖𝑗, the inter-entity relations, where 𝑖 and 𝑗 are instances 

of different entity classes and the order of the matrix is 

𝑁𝑖 × 𝑁𝑗. For example, 𝑖 could be paper and 𝑗 could be 

organization. These matrices need not be Boolean; they 

could represent real numbers as well. If we considered 

professors and universities, a professor can be related to 

multiple universities in terms of: where he studied, where 

he works full-time, where he works as visiting professor, 

and so on and we could quantify these using non-negative 

real valued numbers.  

 𝐿𝑖, the intra-entity relations, where 𝑖 is the type of entity. 

𝐿𝑖 is a square matrix of order 𝑁𝑖 × 𝑁𝑖. These could have 

different semantics depending upon type of entity. 
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 𝑅𝑖 − rank vector of order 1 × 𝑁𝑖 denoting scores of all 

instances of the 𝑖𝑡ℎ entity.  

B. Prime entity 

The first step is to choose an entity type P from the set 𝐸 and 

designate it as the prime entity. The remaining entities are 

referred to as non-prime entities. 𝑁𝑃𝑖  refers to the 𝑖𝑡ℎ non-prime 

entity. The organization and interaction between prime and 

non-prime entities are as shown in Figure 1. 

 

Fig. 1. Prime and Non-Prime Entities. 

 

Prime entities are linked to one another by directed or 

undirected edges in a graph, whereas the non-prime entities are 

connected only to the prime entities. There are no edges among 

the non-prime entities. Prime entities serve to link the various 

non-prime entities. Also, the ranks of non-prime entities are 

influenced by the ranks of the prime entities and vice-versa.  

For example, in the university ranking problem, we could 

consider the prime entity to be published papers. In the resulting 

model, papers will have a directed link between them which 

could denote, for example, the citation relationship. If we chose 

university to be prime entity, on the other hand, we could either 

consider an undirected graph denoting collaboration or consider 

a directed edge between two universities to denote that a 

professor who obtained his PhD from one of those universities 

works for the other. Choosing the prime entity determines the 

semantics of ranking in the chosen domain.  

 

C. Representing the graphs 

The graph connecting instances of prime entity is represented 

by a square matrix of order 𝑁𝑃 × 𝑁𝑃; this matrix is referred to 

as 𝐻 in the future discussions. 𝐻 is got by row-normalizing the 

matrix 𝐿𝑃. We then obtain the stochastic matrix 𝐺 from 𝐻 using 

(1) as described in original page rank algorithm. 

 

In order to represent graphs linking the prime entities with the 

non-prime entities, we introduce: 

For all 𝑖 𝜖 𝐸 − {𝑃} ,  

Define 𝑀𝑖 = 𝐻 × 𝑂𝑃𝑖   (4)  

The matrix 𝑀𝑖 quantifies the incoming links to the instances 

of non-prime entity 𝑖 from the instances of prime entity 𝑃. 

Though both 𝑀𝑖 and 𝑂𝑃𝑖 denote and quantify the relationship 

between prime entity P and non-prime entity i,  𝑂𝑃𝑖 denotes the 

direct relationship and 𝑀𝑖 denotes the aggregate relationship.    

In our example of university ranking, we could consider the 

“belongs to” relation for the inter-entity matrices between 

university and paper and between professor and paper. These 

two matrices on being multiplied with paper citation matrix 

would give us two matrices, each representing and quantifying 

the citation relationship between papers and professors and 

between papers and organizations thereby attributing credit to 

the entities.  

 

D. Intra and Inter Entity walk 

Using the matrices defined above, we can define the score of 

the non-prime entities in terms of the score of the prime entity 

as: 

     ∀ 𝑖 𝜖 𝐸 − {𝑃}, 𝑅𝑖 = 𝑅𝑃 × 𝑀𝑖           (5) 

 

We can also define the scores of the prime entity using the 

notion of page-rank (ignoring iteration numbers) as, 

 

𝑅𝑃 = 𝑅𝑃 × 𝐺           (6) 

 

𝑅𝑃 is initialized according to the original page rank algorithm 

as 𝑅𝑃 = {1/𝑁𝑃  , 𝑓𝑜𝑟 𝑎𝑙𝑙 𝑇𝑃𝑖  }. 

 

Thus, we observe that the prime entities participate in the intra-

class stochastic random walk and each of the matrices 𝑀𝑖 help 

in inter-entity walk. It may be noted that this step is application 

independent. Continuing with our example, we can see that the 

model enables us to define the ranks of professors and 

organizations using those of papers that have cited them.  

 

E. Building Recurrences: 

This is the last and most important step of the mathematical 

model. Here, we modify the score vector of the prime entity 

based on the scores of the non-prime entities and the prime 

entities themselves. We use the notion of ownership and 

collaboration when making this modification. Note that the 

scores due to incoming links are already accommodated by the 

equations of the previous step. The general method for the 

modification is: 

 

        𝑅𝑃 = 𝛼0𝑅𝑃 + ∑ 𝛼𝑖𝑅𝑖𝐼𝑖

∀ 𝑖 𝜖 𝑁𝑃

+ 𝛽𝑅𝑃𝑋                     (7) 

 

Where, 𝐼𝑖  =Influence matrix(𝑁𝑖 × 𝑁𝑃) determining influence of 

the score of the 𝑖𝑡ℎ non-prime entity on prime entity and 𝑋 =

 collaboration matrix for determining collaboration score of a 

𝑁𝑃1 

𝑁𝑃3 𝑁𝑃2 

𝑁𝑃𝐸−1 

Prime Entity 
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given instance of prime entity using scores of other instances of 

prime entity using the notion of “collaboration”  and 

                               ∑ 𝛼𝑖

𝑖=0

+ 𝛽 = 1                                          (8) 

In this step, the influence matrix for each of the non-prime 

entities should be defined. Consider a non-prime entity W. The 

influence matrix 𝐼𝑊 should define the influence that the ranks 

of instances of type W have on each of the instances of the 

prime entity. For example, assume that there are 𝑘 instances of 

type 𝑊 which influence the ranks of a certain instance 𝑇𝑃𝑖 of 

the prime entity. Then, the 𝑖𝑡ℎ column of 𝐼𝑊 should indicate the 

share of each of these 𝑘 instances in influencing the score of 𝑇𝑃𝑖 

(other entries in the column being 0). These matrices are 

column stochastic. In our example, the ranks of the papers are 

influenced by the scores of the participating authors and 

organizations. Better the scores of professors and organizations, 

better the scores of the papers.  

Collaboration matrix is used to bring in the notion of 

collaboration between one or more non-prime entity types with 

respect to a given prime entity instance. As described above, the 

scores of other instances of prime entity are used for factoring 

this in. However, in order to introduce this notion, the shares of 

each of the instances of the prime entity whose scores are to be 

considered should be based on non-prime entities. The 

description of this matrix is similar to that of the influence 

matrix with the exception that it is a square matrix since the 

influencing and influenced instances are of the same type. In 

our example, we could introduce this notion by considering the 

relative success of other papers when certain combinations of 

organizations and professors work on them. That is, any work 

done by a certain collaboration of organizations and professors 

could be as good as another. For example, works which are 

brought out by the collaboration of Google and Stanford 

involving some group of researchers from academia and 

industry may be at least as good as each other. In our adaptation 

of this model to the problem of ranking papers and authors, we 

show a method of including the impact of collaboration.  

 The factor 𝛽 can be made zero if it doesn’t make sense to 

include the collaboration factor between the non-prime entities. 

We have included it in the model so that certain applications 

could benefit by the use of this. However, if any of the 𝛼s are 

made zero, then the corresponding entities are effectively 

decoupled from the whole system. That is, the prime entity 

ranks are not affected by their ranks and we can compute the 

ranks of those instances separately. This defeats the whole 

purpose of multi-entity page ranking. Thus, we should not make 

any of these 𝛼′s zero.  Note that 𝛼0 defines what percentage of 

the prime entity score is defined through in-links and the other 

𝛼′s define what percentage is defined by each of the other 

entities. Hence, higher the 𝛼0, better the ranking order as a large 

percentage of the scores is defined through endorsements. 

These matrices can be static or dynamic. We give an example 

of one static and one dynamic in the example application that 

we describe later. 

 

F. Putting it all together: pseudo-code 

The scores of all the prime entities are initialized as 1/np as 

described in the model. The first step of the repeat-until loop 

involves computing the scores of the paper ranks using intra-

entity stochastic walk among the network of prime entities. 

Following this, we compute the ranks of all the non-prime 

entities in terms of the prime entity. Having done this, we 

perform the modification step where we modify 𝑅𝑃 to factor in 

the impacts of the scores of non-prime entities on the prime 

entity. We then normalize 𝑅𝑝 in order to prevent arithmetic 

overflow. The convergence of the algorithm is then computed 

which determines the termination condition. The following 

algorithm assumes that the matrices and parameters are set as 

described in the preceding section. 

 

Input:  

 𝐸 − Set of entities 

 𝑃 − Prime Entity 

 𝑁𝑃 − Set of non-prime entities 

 Matrix 𝐺 – The stochastic matrix 

 Matrices 𝑀𝑖 − Matrices for inter-entity walk 

 Matrix 𝑋 − Collaboration matrix 

 Matrix 𝐼𝑖 − Influence Matrices 

 𝛼0, 𝛼𝑖𝑠 𝑎𝑛𝑑 𝛽 

Output: 

 Ranking order of each of the entities 

Procedure MERank: 

Begin 

       𝑅𝑃 = [1/𝑛𝑃   ,1/𝑛𝑃  , … ,1/𝑛𝑃 ] 
       є  = 10−15 

Repeat:        

For every i ϵ NP 

Ri = RP × Mi  

End 

RP
prev

= RP  

   RP = RP × G  

   RP = α0 × RP + β × RP × X   

   For every i ϵ NP  

 RP = RP + αi × Ri  

   End 

   Normalize 𝑅𝑃 

   convergence = calc_convergence(RP
prev

,RP) 

       Until convergence < є   
       Return {𝑅𝑖 ∀ 𝑖 𝜖𝐸} 

End 

 

We can re-write (7) considering iteration coefficients as: 

 

                𝑅𝑃
𝑗

= 𝛼0𝑅𝑃
𝑗

+ ∑ 𝛼𝑖𝑅𝑖
𝑗
𝐼𝑖

∀ 𝑖 𝜖 𝑁𝑃

+ 𝛽𝑅𝑃
𝑗

𝑋                  (7𝑎) 

 

In terms of 𝑅𝑃, we can re-write (7a) using (5) as 
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                𝑅𝑃
𝑗

= 𝛼0𝑅𝑃
𝑗

+ 𝑅𝑃
𝑗−1

 ∑ 𝛼𝑖𝑀𝑖𝐼𝑖

∀ 𝑖 𝜖 𝑁𝑃

+ 𝛽𝑅𝑃
𝑗

𝑋      (7𝑏)  

Observe that we use 𝑅𝑃
𝑗−1

 while computing influences and 𝑅𝑃
𝑗
 

while computing collaboration impacts. The rationale is 

explained in the mathematical exposition. 

V. EXAMPLE APPLICATION SHOWING RANKING OF AUTHORS 

AND PAPERS 

A. Choosing Prime Entity 

Prime Entity = Papers; Non-Prime Entities = Authors. Let 

entity 1 refer to Authors and entity 2 refer to Papers. 

B. Representing the graphs 

Intra-entity walk.  
 

 We use the paper citation graph for this. The adjacency 

matrix 𝐿2 is defined as:  

L2[i,j]= {

= 1.0 if paper i cites paper j

= 0.2 if papers i and j have at least 1 

common author (self-citation)  

= 0 if paper i does not cite paper j

 

We can use domain-specific metrics to get better results. 

For example, here, we have considered the strength of a 

self-citation to be lower than that of a normal cite. We get 

the matrix 𝐻 by row normalizing 𝐿2. We constructed 

stochastic matrix 𝐺 using damping factor value of 0.85. 

 

Inter-entity walk  
 

We define the matrix 𝑀1 as the product of 𝐻 and 𝑂21, 

where 𝑂21 captures the ownership relation between 

authors and papers (order = 𝑁2 × 𝑁1). The ownership 

matrix can be a real-valued matrix as well. In this 

example, we discriminated between the ownership 

influence of first author and later authors using the 

following idea: If author 𝑎 is the 𝑘𝑡ℎ author of paper 𝑏, 

then 𝑂21[𝑏, 𝑎] =
2×(𝑛− 𝑘+1)

𝑛(𝑛+1)
, where 𝑛 is the total number 

of authors of paper 𝑏 [8].  

 

C. Building Recurrences 

Intra and inter entity walk step is common to all applications 

and we omit their details here. 

 

Influence Matrix 𝐼1 

 

We used the transpose of the ownership matrix 𝑂21 as the 

influence matrix 𝐼1. For this application, we chose to make 

it static for all iterations. 

 

Collaboration Matrix 𝑋  
For quantifying the score of collaboration of non-prime 

entities (authors), we developed the following 

formulation. For ease of explanation, consider the papers 

which have at least 1 common author as co-papers of each 

other. For any given paper, we partition the set of co-

papers into 3 sets based on how many common authors are 

present [8]: A1 the set of papers having exactly 1 common 

author, A2 papers having exactly 2 common authors and 

A3 papers having 3 or more common authors. For a paper 

B: 

A1= {
 B and co-papers of B with 1 

common author
} 

A2= {
B and co-papers of B with 2 

common authors
} 

A3= {
B and co-papers of B with 3

or more common authors
} 

 

CollabScore[B]= s1 x max(A1) + s2 x max(A2) + s3 x max(A3), 

where max(Ai) = highest score of all papers belonging to set 

Ai. 

The weights s1, s2 and s3 are chosen such that 𝑠1 < 𝑠2 <
𝑠3 𝑎𝑛𝑑 𝑠1 + 𝑠2 + 𝑠3 = 1.0. This ensures that the major part of 

the CollabScore is determined by the best paper in the set where 

most authors of the paper have collaborated. If, in case the paper 

B is itself the best paper that they have produced (in all the three 

sets), then the CollabScore will be same as the paper’s own score, 

thereby ensuring that the value of such papers is not diminished, 

i.e., the minimum score of the CollabScore is same as the score 

of the paper. Table 2 shows values of s1, s2 and s3 for different 

numbers of authors. 

Table 2. Values of s1, s2 and s3 

Number of 

authors 

s1 s2 s3 

1 author 1.0 0.0 0.0 

2 authors 0.25 0.75 0.0 

3 or more 

authors 

0.0625 0.1875 0.75 

 

These computations can be represented in matrix form as: 

𝑋 = 𝐶1 × 𝑆1 + 𝐶2 × 𝑆2 + 𝐶3 × 𝑆3, where 

𝐶𝑥[𝑖, 𝑗]  = {
=  1 if paper 𝑖 is the best paper of paper 𝑗 

in the set 𝐴𝑥(𝑥 =  1, 2 or 3)
=  0 otherwise

 

Sx[i,j]= {
0, if i≠j

sx from Table 4 based on # of auth of paper i.
 

 

Note that this matrix changes in every iteration as the scores of 

the papers change. The changes in the entries are proportional 

to the convergence. The influence matrix 𝐼1 was static whereas 

this matrix is dynamic. 

 

D. Weights 

As mentioned earlier, it is preferable to have 𝛼0 greater than 

𝛼𝑖s and 𝛽 to ensure that in-links dominate over ownership. In 

this application, we can say we prefer citations over authorship, 

i.e. higher score of papers shouldn’t be attributed to quality of 

authors but rather to the quality of citations received by the 

papers. Secondly, we chose a higher value for 𝛽 than 𝛼1 as we 
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wanted to give a higher weight to the collaboration factor than 

ownership. The values that we chose are: 

𝛼0 = 0.7 , 𝛼1 = 0.1,   𝛽 = 0.2 
Results and qualitative analysis are provided in section VII. 

VI. ALGORITHM INTERNALS: MATHEMATICAL EXPOSITION 

The following exposition gives us an insight into the internals 

of the algorithm showing the evolution of the matrix. The 

equation for modification as explained in (7b) considering 

(𝑗 + 1)𝑡ℎ iteration is: 

 

𝑅𝑃
𝑗+1

= 𝛼0𝑅𝑃
𝑗+1

+ 𝑅𝑃
𝑗

 ∑ 𝛼𝑖𝑀𝑖𝐼𝑖

∀ 𝑖 𝜖 𝑁𝑃

+ 𝛽𝑅𝑃
𝑗+1

𝑋 

 

From (4), we can rewrite the above as (considering iteration 

numbers as well): 

 

𝑅𝑃
𝑗+1

= 𝛼0𝑅𝑃
𝑗+1

+ 𝑅𝑃
𝑗

𝐻 ∑ 𝛼𝑖OPi𝐼𝑖

∀ 𝑖 𝜖 𝑁𝑃

+ 𝛽𝑅𝑃
𝑗+1

𝑋 

 

Using (6), we can substitute 𝑅𝑝
𝑗+1

 on RHS as 𝑅𝑃
𝑗+1

= 𝑅𝑃
𝑗

× 𝐺:  

 

𝑅𝑃
𝑗+1

= 𝑅𝑃
𝑗

× (𝛼0𝐺 + H ∑ 𝛼𝑖𝑂𝑃𝑖𝐼𝑖

∀ 𝑖 𝜖 𝑁𝑃

+ 𝛽𝐺𝑋) 

 

Note that if we had used 𝑅𝑃
𝑗+1

  instead of 𝑅𝑃
𝑗
 for computing 

influences, we’d have had a 𝐻2 term associated with the second 

term; this causes 𝑅𝑖 to be ahead by one time-step. Hence, we 

use 𝑅𝑃
𝑗
 for computation of 𝑅𝑖s. We can simplify this using (1) 

as: 

  𝑅𝑃
𝑗+1

= 𝑅𝑃
𝑗

× (𝑑 × (𝛼0𝐻 + 𝐻 ∑ 𝛼𝑖𝑂𝑃𝑖𝐼𝑖

∀ 𝑖 𝜖 𝑁𝑃

+ 𝛽𝐻𝑋)

+
1 − 𝑑

𝑁
𝛼0𝐸 +

1 − 𝑑

𝑁
𝛽𝐸𝑋)              (9) 

We can rewrite this as: 

 

        𝑅𝑃
𝑗+1

= 𝑅𝑃
𝑗

× (𝑑𝐻′ +
1 − 𝑑

𝑁
(𝛼0 + 𝛽)𝐸)                  (10) 

 

by replacing 𝛼0𝐻 + 𝐻 ∑ 𝛼𝑖𝑂𝑃𝑖𝐼𝑖∀ 𝑖 𝜖 𝑁𝑃 + 𝛽𝐻𝑋 with 𝐻′ and 

simplifying 𝐸 × 𝑋 as E because matrix 𝑋 is column-stochastic 

i.e., sum of all columns of X is 1.  Thus, we can now see how 

the stochastic matrix evolves as the ranks change. We also see 

that the probabilities of jumping to any of the nodes is 

equal(=
1−𝑑

𝑁
(𝛼0 + 𝛽)). The matrix 𝐻′ of this iteration (𝑗 + 1) 

will be the 𝐻 of next iteration (𝑗 + 2). Also, by substituting (9) 

in (5), we can see that the non-prime entities get their ranks 

based on all the other entities.  

VII. RESULTS 

We executed our algorithm on different configurations of the 

parameters  𝛼0, 𝛼1and 𝛽. We describe four important 

configurations here. The results in the form of author ranks and 

paper ranks are shown in Tables 3 and 4 respectively for the 

four cases:  

 

Case 1:  The configuration followed in this case is 𝛼0=1, 𝛼1=0 

and 𝛽=0. This configuration is same as computing the scores of 

papers using normal page rank algorithm and then computing 

the scores of the authors using these. We can see that the ranks 

of authors and papers are linearly related.  

 

Case 2: The configuration followed in this case is 𝛼0=0.7, 

𝛼1=0.3 and 𝛽=0. This configuration considers the scores of the 

owning authors along with the citations a paper has got for 

computing the ranks. We observe that top six authors remain in 

the same positions. However, authors like LK, NH and MH 

have got a higher rank than previous configuration. The reason 

is they’ve been cited by many papers authored by ACNN. 

However, in case 1, he didn’t receive much credit because these 

citations were considered as self-citations. But, in this case, 

even though the citations were considered self-citations, each 

of the citing paper’s score itself was enhanced by ACNN’s and 

his co-authors’ scores, which caused them to move higher up in 

the ranking order. Also, paper B which is cited by paper A, got 

1 rank lower than paper C, which is cited by many more papers 

having ACNN as author.  

 

Case 3: The configuration followed in this case is 𝛼0=0.7, 𝛼1=0 

and 𝛽=0.3. This configuration considers the collaboration 

scores of every paper along with the paper’s own score. Here, 

there’s no direct coupling between author and paper scores. 

However, the collaboration matrix brings in the coupling 

between the two entities. At the very first look, we find that the 

top ranking author is now IHW instead of ACNN. IHW’s paper 

D has been cited by ACNN and friends who have maintained a 

consistent top record in all their papers. Hence, he’s got a higher 

score. We find that this ranking order is little too strict given the 

strict nature of the technique used for computing the 

collaboration scores.  

 

Case 4: The configuration followed in this case is 𝛼0=0.7, 

𝛼1=0.1 and 𝛽=0.2. In this case, we combine the good features 

of case 2 and case 3. We chose to give a little higher share to 

the collaboration scores of the paper than the owning author 

scores as we get a more meaningful ranking order using this. 

We analyzed the results qualitatively and saw how our 

algorithm could factor in collaboration and dependence 

between inter-entity scores into ranking. For a more complete 

evaluation, we computed h-index - a popular metric used for the 
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purposes of ranking in the problem domain chosen - of all the 

authors within our data set and compared it with the author 

ranking our algorithm produces. We generated the score-

distribution graphs for both page rank and h-index for 

comparison. While we plotted the h-index scores as they were, 

we scaled the page rank scores 100 times and considered top 80 

percentile scores for ease of visualization. Figure 2 shows the 

distributions of h-index and page-rank when applied on our data 

set.

 

 

Table 3. Top 24 Author Ranks for the Four Cases 

 

 Author Case 

1 

Rank 

Case 

2 

Rank 

Case 

3 

Rank 

Case 

4 

Rank 

 Author Case 

1 

Rank 

Case 

2 

Rank 

Case 

3 

Rank 

Case 

4 

Rank 

1 ACNN 1 1 7 1 18 MAM 18  20  

2 MV 2 2 13 2 19 CG 19  21  

3 SA 3 3 8 6 20 MS 20 22 18 22 

4 JL 4 4 9 7 21 RN 21 16 11 17 

5 AZ 5 5 10 8 22 DMH 22 24 3 9 

6 KL 6 6 12 5 23 RB 23  4 10 

7 IHW 7 10 1 3 24 HH 24  5 11 

8 DM 8 11 2 4 25 CU  13  23 

9 LK 9 7  13 26 PC  14  24 

10 NH 10 8  14 27 VL  15   

11 MH 11 9  15 28 DG  17   

12 VC 12 12  16 29 H  21  21 

13 BH 13 18 14 18 30 AM  23   

14 WR 14 19 15 19 31 PM   6 12 

15 JN 15 20 16 20 32 GDG   22  

16 MH2 16  17  33 OM   23  

17 JDF 17  19  34 DC   24  

 

 

Table 4. Top 10 Ranks of Papers in the Four Cases 

Paper Authors Case 1 

Rank 

Case 2 

Rank 

Case 3 

Rank 

Case 4 

Rank 

A SA, JL, AZ, ACNN 1 1 3 1 

B MV 2 3  5 

C ACNN, KL 3 2 4 3 

D DM, IHW 4 6 2 4 

E ACNN 5 4  6 

F ACNN 6 5  7 

G ACNN, LK, NH, MH 7 8  8 

H ACNN, KL, VC 8 9  9 

I JDF, MAMP, CG 9  7  

J DC, GDG, DL, ML 10  5  

K DG, ACNN  7   

L RB, HH, DMH, PM  10 1 2 

M BH, WR, JN, MH2   6 10 

N MS   8  

O PC, DS, SP, TC   9  

P OM   10  
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Fig. 2. Distributions of h-index and multi-entity page-rank scores 

 

A clear observation is that h-index maps all 1,801 authors to 

just 5 distinct h-index scores, whereas page-rank assigns a 

larger distribution of scores to the authors. This can be 

attributed to the fact that the proposed model can account for 

factors like collaboration and inter-entity dependence and give 

a finer score allocation and method or ranking. We also report 

a 75% increase in the number of distinct scores when multi 

entity page rank algorithm is used in comparison to the original 

page rank (got by using the configuration defined in Case 1). 

From the h-index distribution, we can infer that the data set 

under consideration has relatively newer authors and their 

papers. Thus, the model which we have proposed considers 

multiple factors and is capable of producing a finer and practical 

ranking order even in cases where h-index fails to provide a 

clear distinction among the authors. 

The results show that our multi-entity page-rank 

algorithm, while accounting for a number of factors as against 

conventional page rank algorithm, can produce practical and 

meaningful ranking orders of multiple related entities. 

VIII. DISCUSSION 

As we had earlier mentioned, the semantics of the ranking is 

defined by the way we choose the prime entity and the relations 

between them. For example, in the university ranking problem, 

if we choose the prime entity to be papers and consider the 

citation graph, the results are purely in the academic 

perspective. That is, works which are well-cited have a positive 

influence on the university ranks and once, universities which 

have produced more novel works get a higher rank. The same 

logic holds for professors as well. However, if we considered a 

directed graph of universities, where the links indicate that 

professors who’ve obtained PhDs from one university serve for 

the other, universities professors from good universities or both, 

will get a higher rank. This graph can be inverted to mean that 

universities producing lot of good professors get a good rank. 

As another example, we could also consider the undirected 

graph denoting collaboration between the professors (or 

universities) as the prime entity graph. Yan and Ding in their 

work [7] have reported good results by applying page rank on 

an undirected graph of authors denoting co-authorship.  

Given the variety of choices that one could make, the success 

of the algorithm depends on how the influence matrices and 

collaboration matrix are defined in consideration of the 

available data and the semantics of the domain.  

CONCLUSION 

In this paper, we have proposed a generic mathematical model 

of a multi-entity ranking algorithm which employs basic 

concepts of page rank, whose parameters can be set 

appropriately depending on the application. We’ve also 

provided a mathematical derivation showing the internals of the 

algorithm which is important in designing a successful ranking 

model. We have given examples throughout the paper 

illustrating the use of various parameters, which aid in 

designing a model which is well-suited to the application at 

hand.  
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 1 

 

Abstract—The control in biomechanical systems has become 

an active field of biomedical engineering. This paper describes a 

design of adaptive control to achieve desired in the system 

defined as exoskeleton moves, the adaptive method  is located  is 

selected taking into  account  energy savings  because  the  

adaptive controller is based on a scheme of variable gain in time 

Proportional and Derivative  respect to PD control. The structure 

of adaptive gain is determined using a type of control Lyapunov 

function.  The adaptation law uses velocity estimation based on a 

robust exact differentiator (RED) implemented as a variation of 

Super- Twisting algorithm.  The derivative adaptive proportional 

controller is evaluated on simulated exoskeleton structure. The 

set of simulations considers the presence of an external 

disturbance. The controller proves efficient to counter the effects 

of external mechanical system.   Proposed controller 

performance was superior to standard proportional derivative 

controller, and has been shown in this study.  

 
Index Terms—Biomechanical system; Adaptive Control PD; 

Exoskeleton. 

I. INTRODUCTION 

HE development of exoskeletons has boomed in the last 

20 years and because it has helped humans to solve a 

myriad of problems, especially in the biomedical area.  In 

particular exoskeletons have been an interesting line of 

research and widely studied by many researchers in the 

military, industrial and medical area, the latter being the 

greatest social impact, because it provides a direct benefit to 

patients with mobility problems neuromuscular. Here, to 

potentiate the processes of physical rehabilitation of persons 

with motor disabilities are developing new robotic devices 

such as exoskeletons [8][9]. 

 

Exoskeletons are a kinematic chain which engages externally 

individuals whose joints and links correspond to the joints of 

the human body which tries to emulate.  The main feature of 

these mechanisms is direct contact between the user and the 

exoskeleton, which transfers the mechanical power through 

information signals[1]. 

If your paper is intended for a conference, please contact 

your conference editor concerning acceptable word processor 

formats for your particular conference.  

In the area of biomedical, exoskeletons can help mainly in 

the field of rehabilitation, and this is achieved by controlling 

 
 

the movements of the patient through a process of stimulation 

between mechatronic systems and patient. The design and 

control of an exoskeleton is focused on achieving patient 

develop a uniform to finally get a steady gait 

rehabilitation[10]. This is classified as static and dynamic 

walk, wherein the first center of gravity is maintained in a 

second region and its center of gravity is not kept in the same 

region. Both are capable of balancing a person, obtaining 

stability.  This paper presents the design of an exoskeleton and 

development of control algorithms based on a control known 

as adaptive control [3]. 

II. NOTATION 

The following notation was used in this study: ℝn represents 

the vector space with n-components, τ is used to define the 

transpose operation, ‖k‖ is used to define the Euclidean norm 

of   is kϵℝn. ‖k‖H
2 ≔ k⊺Hk is the weighted norm of the real 

valued vector k ∈ ℝn with weight matrix H > 0, H = H⊺, H ∈

ℝn×n. The matrix norm labeled as ‖D‖2, D ∈ ℝn×n is defined 

as the maximum eigenvalue of the matrix D. If two 

matrices  N ∈ ℝn×n and D ∈ ℝn×n, fulfills M > N, that means 

that M-N is a positive definite matrix. The symbol ℝ+ 

represents the positive real scalars. The symbols  

In×n and 0n×n were used to represent the identity matrix I∈

ℝn×n and the matrix formed with zeroes of dimension n × n. 

This is just some harmless text under a subsection. 

III. STATE SPACE FORMULATION OF EXOSKELETON 

Whereas the mechanical structure of an exoskeleton, this can 

be formulated in an equation of state space, 

 

M(q)q̈ + C(q, q̇) + g(q) + Δ(t, q, q̇) = u(t)   

 

Where q ∈ ℝn is the vector of generalized coordinates,  M   is 

the inertia matrix, C is the matrix of Coriolis and centrifugal 

forces, g is the gravitational force term Δ is the term of 

uncertainty y u denotes the vector of controllable forces 

provided by the torque required to move the actuators.  The 

control input u is assumed that some functions is given by 

known feedback. Note M (q) is invertible, where M(q) =
M(q)⊺ and is strictly positive definite. 
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 2 

Using the state variable representation of the mechanical 
structure (1), the second order nominal model presented 
above can be represented as follows: 

d

dt
xa(t) = xb(t) 

                                                                                                                                                                         
(1) 

d

dt
xb(t) = f(x(t)) + g(x(t))u(t) + Δ(x(t), t)       

The vector xa  represents the position in each degree of 

freedom of the exoskeleton; the associate vector xb is the 

corresponding velocity. Finally, the function Δ represents the 
uncertainties and perturbations. In this paper, it is assumed 
that 

‖Δ(x(t), t)‖2 ≤ η0 + η1‖x‖2, η0, η1 ∈ ℝ+ 

The control structure was proposed following the adaptive PD 
scheme. This class of control model obeyed 

u(t) = (g(x(t))
−1

) (kp(t)) e(t) + kd(t)
d

dt
e(t) 

Where 

x = [e⊺
de

dt
]

⊺

, e = [x]⊺ 

 
de

dt
= [xb]⊺ 

The mechanical nature of exoskeleton is used here to consider 
that a nonlinear system described by a feasible distributed 
second order nonlinear differential equation can be used for 
representing it mathematically. 

 

He drif term f: ℝ2n → ℝn is a Lipschitz function. The 
following assumption is considered valid in this study. 

 

Assumption 1. The nonlinear system (1) is controllable. 

Based o the previous fact, the input associated term g: ℝn →
ℝn×nsatisfies. 

 

0 < g− ≤ ‖g(k)‖F ≤ g+ < ∞, k ∈ ℝn     (2) 

It is evident that matrix g(z(t)) is invertible t ≥ 0. 

Assumption 2. The nonlinear function f (·) is unknown but 
satisfies the Lipschitz condition 

‖f(x) − f(x′)‖ ≤ L1‖x − x′‖         (3) 

I the previous inequality, ≤ x, x′ ∈ ℝ2nand L1 ∈ ℝ+. 

 

 
Fig.1 Represents the exoskeleton and its free body diagram to obtain its 

mathematical model of the system by the Euler-Lagrange method. 

 

The Euler-Lagrange generate a mathematical model of the 
system is represented by the following two equations: 
 

M(q)q̈ + C(q, q̇)q̇ + g(q) + Δ = u 

 

[
M11(q) M12(q)
M21(q) M22(q)

] q̈ + [
C11(q, q̇) C12(q, q̇)
C21(q, q̇) C22(q, q̇)

] q̇ + [
g1(q)

g2(q)
]

+ Δ(t, q, q̇) = u 

 
 

IV. CONTROLLER STRUCTURE 

A PD controller is designed using the assumption regarding 

e(t) and 
dy

dx
(t) are measured simultaneously where e is the 

tracking or the regulation error. This is not the regular case in 

real building mechanical structure represented in Figure 1. 

Otherwise, an important resources investment. Therefore, in 

classical in classical literature, one can find two important 

solutions: to construct an observer or using a …first order 

filter to approximate the error derivative. The first one 

requires the system structure (that is in this paper is assumed 

to be unknown because the presence of external perturbations 

and internal uncertainties) and in the second case, the 

derivative approximation is usual poor, especially if the output 

information is contaminated with noises. One additional 

option is considering a class of RED that can provide a 

suitable and accurate approximation of the error derivative. 

Super Twisting Algorithm (STA) has demonstrated to be one 

of the best RED in several times[4][5]. 

 

IV.1 Super-Twisting Algorithm 

In counterpart of some others second order sliding modes 

algorithms, the STA can be used with systems having relative 

degree one with respect to the chosen output Levant (1993). 

The STA application as a RED is described as follows. If 

w1 = r(t) where r(t) ∈ ℝ is the signal to be 

differentiated, w2 =
dr

dt
(t) represents its derivative and under 

the assumption of 
dr

dt
(t) ≤ r+, the following auxiliary equation 

is gotten 
dw1

dt
(t) = w2(t) and 

dw2

dt
(t) =

d2r

dt
(t). The previous 

set of differential equation is a state representation of the 

signal r(t). 
 

The STA algorithm to obtain the derivative of r(t) looks like 
d

dt
w1̅̅ ̅̅ (t) = w2̅̅ ̅̅ (t) − λ1|ŵ1(t)|

1
2sign(ŵ1(t)) 

d

dt
w2̅̅ ̅̅ (t) = −λ2sign(ŵ1(t))  

                                                                              (4) 

ŵ1 = w1̅̅ ̅̅ − w1 

d(t) =
d

d(t)
w1(t) 

 

where λ1, λ2 > 0 are the STA gains. Here d(t)is the output of 

the differentiator Levant[2]. 

sign(z) ≔ {
1 if z > 0

[−1,1] if z = 0
−1 if z < 0

}          (5) 
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 3 

 

 

IV.2 PD controller with the Super-Twisting Algorithm  

 

A single adaptive PD controller is applied over each section of 

the building-like mechanical structure. This is a class of 

ATMD. Each adaptive PD controller proposed in this study 

obeys the following structure 

 

ui(t) = −k1,i(t)ei(t)−k2,i(t)di(t)         (6) 

where ei is xa. The gains in the PD controller are determined 

by 

 

k1(t) = gi
−1(xa(t))(k1(t) + k1

∗ ) 

                                                                                                           

(7) 

k2(t) = gi
−1(xa(t))(k2(t) + k2

∗ ) 

 

With  k1(t) and k2(t) are time varying scalars adjusted by a 

special tracking error dependent adaptive law described by the 

following ordinary differential equations: 
d

dt
k̅1,i(t) = −π1

−1ei(t)Ma
⊺ P2Ei(t) 

                                                                                                            

(8) 

d

dt
k̅2,i(t) = −π2

−1ei+n(t)Mb
⊺ P2Ei(t) 

 

 

Where π1,i and π2,i are free parameters to adjust the velocity 

of convergence for the adjustable gains. In (7), the parameters 

k1,i
∗  and k2,i

∗  are positive constants. The matrices Ma and Mb 

are given by Ma  =  [1 0]⊺ and  Mb  =  [0 1]⊺ : Additionally, 

the term Ei = [ei  ei+n]. The matrix P2,i is positive definite and 

it is presented in the main statement of the main theorem of 

this article. 

The variable di(t) is obtained from the following particular 

application of the STA as RED: 
d

dt
x̅a

i (t) = x̅a
i (t) − λ1|x̂1(t)|

1
2sign(x̂1(t)) 

d

dt
x̅b

i (t) = −λ2sign(x̂a(t))             (9) 

 

x̂a
i (t) = xa

i − x̅a
i  

Considering that displacements on building-like structures are 

small and considering the assumption 1 and 2, it is easy to get 

that ‖
d

dt
xb

i (t)‖ ≤ h∗ where h∗ is a finite positive scalar. 

The following extended system describes the complete 

dynamics of the error signal in close-loop with an adequate 

implementation of (4) and the controller proposed in (6): 

d

dt
xa

i (t) = xb
i (t) 

d

dt
xb

i (t) = f (xi(t)) − k̅1,i(t)ei(t) − k̅2,i(t)di(t)

+ Δi(xi(t), xi+1(t), xi−1(t), t) 

 
d

dt
x̂a

i (t) = x̂a
i (t) − λ1,i|x̂a(t)|

1
2sign(x̂a(t)) 

 
d

dt
x̂b

i (t) = −λ2,i (x̂a(t))  −
d

dt
xb

i (t) 

                                                                                                                  

(10) 
d

dt
k̅1,i(t) = −π1,i

−1ei(t)Ma
⊺ P2,iEi(t) 

 
d

dt
k̅2,i(t) = −π2,i

−1ei+n(t)Mb
⊺ P2,iEi(t) 

 

The following section shows the main result of this paper. The 

theorem introduced in that section gives a constructive way to 

adjust the gains of the STA and it provides the applicability of 

using the adaptive gains for the PD controller. 

 

IV.3 Convergence of the adaptive PD controller 

 

The stability of the  e = 0 is justified by the result presented in 

the following theorem: 

 

Theorem 1. Consider the nonlinear system given in (1), 

supplied with the control law (6) adjusted with the gains given 

in (7) and the derivative of the error signal obtained by means 

of equation (9), if there exist a positive scalar i and if the gains 

are selected as λ1,i > 0, λ2,i > 0the next Lyapunov inequalities 

always have a positive definite solution P1,i. 

A1,i
⊺ P1,i + P1,iA1,i ≤ −Q1,i 

 

A1,i = [
−λ1,i 1

−λ2,i 0
] ; Q1,i = Q1,i

⊺ > 0; Q1,i ∈ ℝ2×2        (11) 

then for every positive value of L1 satisfying equation (3) and 

positive value of h+, there exist positive gains k̅1,i, k̅2,i 
that if the Riccati equations given by 

 

P2,i(A2,i + αiI) + (A2,i + αiI)P2,i
⊺ + P2,iR2,iP2,i + Q1,i ≤ 0       

(12) 

 

have positive definite solution P2,i with 

 

A1,i = [
0 1

−k1,i
∗ −k2,i

∗ ] ; R2,i = Λa,i + Λb,i 

                                                                                                                            

(13) 

Q2,i = 4λmax{λb,i
−1}I2×2 + Λ̅a,i; Λ̅a,i = L1 Λa,i 

 

Λa,i, Λb,i > 0, and symmetric, Λa,i, Λb,i ∈ ℝn×n, αi ∈ ℝ+ 

 

and if the adaptive gains of the PD controller are adjusted by 

(8), thus the trajectories of 

 

E⊺ = [x1
a, … , xn

a , x1
b, … , xn

b] 
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lim
t→∞

E⊺(t)P2E(t) ≤ ∑
γi

αi

n
i=1           (14) 

where 

P2 = [

P2,1 02×2 02×2

02×2 P2,2 02×2

02×2 02×2 P2,n

]       (15) 

and γi = 2λmax{Λb,i
−1}(hi

+ + 2Δ+
∗ + η0,i) 

V. NUMERICAL RESULTS 

 

 
Fig.2 Represents the Exoskeleton that it was built and where the control 

tests were performed. 

 

When the PD is calculated adaptive controller for the 

system, the derivative obtained by the STA provides some 

advantages. The robustness of STA is applied as a wrapper 

performs best for any driver applied to second order systems 

when the only information available is the output signal. 

Then the first part of the numerical simulations is employed 

to evaluate the performance of the STA as RED. 

The derivative of exoskeleton like positions is compared 

with the information provided by the measurements obtained 

directly from the simulation of the system presented in Figure 

1 and the derivative of reference signal.  

Calculations were done in Matlab software with the 

following parameters of Table 1. 

 

Table 1 exoskeleton parameters were obtained with the 

Solidworks software 
𝒊 𝒎𝒊[𝑲𝒈] 𝒍𝒊[𝒎] 𝒍𝒄𝒊[𝒎] 𝑰𝒙𝒙𝒊[𝑲𝒈𝒎𝟐] 𝑰𝒚𝒚𝒊[𝑲𝒈𝒎𝟐] 𝑰𝒛𝒛𝒊[𝑲𝒈𝒎𝟐] 

1 0.734 0.48 0.24 257.681 136.610 121.386 

2 0.564 0.48 0.24 429.689 86.953 345.264 

 

 

  
Fig.3 Evaluate the adaptive PD control and classical PD for the board of 

the exoskeleton located in the thigh. 

 

 

Fig.4 Evaluate the adaptive PD control and classical PD for the board of the 
exoskeleton located in the calf. 

 

 
Fig.5 Evaluate the error adaptive PD control and classical PD for the board of 

the exoskeleton located in the thigh. 

VI. CONCLUSION  

An adaptive output based controller based on the 

proportional derivative controller was implemented to the 

exoskeleton. The controller was fed with the information of 

the velocity estimated by a RED based on the application of 

the super twisting algorithm. The closed loop controller forced 

the ultimate boundedness of the tracking errors to a region 

around the origin. A special class of Lyapunov function was 

the main tool for obtaining the adaptive gains of the PD 

controller as well as the convergence of the STA used as RED.  

Simulation observed in Fig. 3 shows that the algorithm STA 

38POLIBITS, vol. 55, 2017, pp. 35–39 https://doi.org/10.17562/PB-55-5

Salvador Juarez-Lopez, Ezequiel Molinar-Solis, Adrian Juarez-Lopez, Marco A. Villeda-Esquivel

IMPORTANT: This is a pre-print version as provided by the authors, not yet processed by the journal staff. This file will be replaced when formatting is finished.

IS
S

N
 2395-8618



 5 

is zero, while the adaptive PD gets that stability in a close to 

zero but is never zero, so does the board located in the calf fig. 

4, therefore the algorithm STA obtains better control for this 

system. 
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Abstract—This paper presents a study that shows how 

planning techniques in Artificial Intelligence can be used in 

experimental protocols composition. Also, it presents how it is 

necessary to represent the experimental protocol models under 

ASTM standard with the emerging technologies as ontologies. 

The main goal of this paper is to discuss the way composition 

process can be used to meet the needs of the users. Additionally, 

this paper also searches to define the way the Civil Engineering 

domain must normalize its experimental practices, if we want the 

results of experimental activities to be reproducible and reusable. 

 
Index Terms— planning techniques, experimental protocols 

composition, standard ASTM, ontologies, and Civil Engineering  

 

I. INTRODUCTION 

HE experimental practices of Civil Engineering are 

standardized in documents that are defined by ASTM 

International (American Association for Testing and Ma-

terials) [2]. Some of these documents describe, as an 

experimental protocol [8, 10, 14], how individual (atomic) 

tests of laboratory must be done for the testing of specific 

materials, which are used in processes of the Civil Engineering 

domain. For ex-ample, materials such as soils, metals, among 

others are subject to these laboratory tests. 

In this domain, at the same time, there exist more complex 

processes as the design of pavements [1], which requires a soil 

study in its preliminary phase. This soil study should be 

composed of the individual execution of the experimental 

protocols de-fined in documents ASTMD0422, ASTM4318, 
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ASTM698, just to mention some of them. This is to say, each 

experimental protocol, seen in an isolated way and inde-

pendent from the context of the study, is not very useful for the 

user of the domain of Civil Engineering [7], but as a whole, 

they can lead to structure more complex processes that cannot 

be assisted by only one protocol, but for the composition of 

some of them. Nevertheless, the task is not trivial, since the 

protocols that should be obliged to participate in the process of 

composition must be identified accurately, according to the 

desired process. Similarly, it is required to know the order of 

execution of every protocol because, in some cases, the result 

of the execution of a proto-col constitutes the input to execute 

the next one or a subsequent one (functional requirement). It is 

also necessary to identify the protocols that can be executed 

using the resources of the laboratory (non-functional 

requirements). For example, the protocols defined in 

documents ASTM2974 and ASTMD4643 measure the 

percentage of humidity of a soil sample. However, the first one 

describes the test using a drying oven, while the second one 

describes the test using a microwaves oven. 

In this way, a process of civil engineering [12] as a soil 

study can be characterized in a protocol composed of several 

atomic protocols, which have been obtained as a subordinate 

sequence of elements described from their functional and non-

functional requirements. 

The composition is an emerging solution, which is 

successfully applied in other domains such as Web Services 

[11] and learning routes [12]. It corresponds to a process, 

which is attained on one of its most promising lines by 

implementing planning techniques, and the automatic 

interaction of pre-existing elements to generate new elements 

that suit the specific needs of a user, when those needs cannot 

be satisfied by the preexisting elements. 

In this paper, the concept of composition of experimental 

protocols used in the domain of Civil Engineering is presented, 

using planning techniques in artificial intelligence. In this 

composition, to consider the functional and non-functional 

aspects can be useful to overcome the adaptation and 

contextualization problems of the users aim, formulated as a 

complex process, and becoming a significant contribution for 

this domain. As an emergent contribution, it is proposed to 

model the semantic representation of the documents ASTM as 

well as the hierarchy of the main composed processes of the 

civil engineering area. Nevertheless, as a study case for this 

work, the representation will be focused on presenting the 
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preliminary phase of the design of pavements.  

This paper is organized as follows: the second section 

describes the relative concept of ASTM standards and the 

Civil Engineering process. The following section shows the 

representative model used for describing the experimental 

protocols under ASTM standard, with ontologies. In the fourth 

section, we describe the composition process, including the 

functional and non-functional requirements of the users, and 

the conclusions are discussed in the fifth section.  

II. CIVIL ENGINEERING DOMAIN 

One of the key aspects for the users involved in the domain 

of Civil Engineering: engineers, laboratory workers, auditors, 

technicians, etc., is the knowledge that they must have when 

applying the ASTM standards. Such knowledge will enable 

them to read and understand the documents of a project, as 

well as prepare them; and perhaps most importantly, this 

knowledge will enable them to avoid mistakes in quality 

assurance and the control of the construction and 

manufacturing [7]; The ASTM standards can be classified in 

five big groups: testing methods, material specifications, 

recommended practices, nomenclature and guides. For the 

scientific interest, the first group of this work is focused on 

standards of testing methods, which deter-mine the properties 

and characteristics of the material; this is the reason why they 

correspond to experimental practices carried out in 

laboratories [13]. At present, these standards are applied, hand 

documented, and written in natural language; and only in some 

cases, they are partially transcribed to a digital file. It is the 

applied ASTM standard which ultimately makes it an 

experimental protocol, that is to say “a sequence of tasks and 

operations that are represented as recipes providing the 

description of the processes step by step, described in natural 

language. Such sequence, in experimental research, is 

considered a fundamental unit of knowledge” [3]. In daily life, 

the laboratory workers document every protocol with valuable 

information, which is related to the used resources, the data 

employed, the implemented activities, the obtained results, the 

generated conclusions, together with some other related an-

notations. However, if a user wants to accompany a process, as 

in the case of pavement design. According to the profile, this 

user must analyze a specific aspect of the result of a sequence 

of protocols that represent the phase of the addressed study (as 

shown in Fig. 1). This task must be done manually, aiming to 

read and understand the documentation (written) involved in 

the project, and related in this phase. So, in the case of the 

engineer, he can concentrate on the results of the tests, while 

an auditor can, using the same information, identify the 

calculations and tests (just to mention some of them). Even if 

another general user wants to implement only those protocols 

that are used by certain equipment, this user must use the 

manual search. As quoted, each user has different specific 

interests, even using the same documentation.  This is the 

reason why the normalization of the documented information 

is valuable to strengthen processes such as the indexation, 

search, recovery, and their composition, in order to ease the 

human labor. 

III. REPRESENTATION MODEL  

The formal description of the experiments is necessary in 

order to obtain an efficient analysis of the investigation, and to 

allow the exchange of scientific results, turning into a 

fundamental part of the practice of science. Thus, representing 

the domain of the experimental protocols, of the field of civil 

engineering semantically, allows modeling the scientific 

investigation of the area.  Such representation must be 

unambiguous, reach an agreement, and it must contain all the 

common and needed elements to reuse the experiments; no 

matters for whom or for what are they required. 

A. Experimental Protocol Ontology 

For the goal of proposing a semantic representation that 

supports the needs of the experimental protocols in civil 

engineering, it is proposed to implement an ontology.

 

 

 
Fig. 1 Portion of the Process of Pavement Design (Preliminary Phase) 
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In this stage, it is possible to notice that the experimental 

protocol is composed of two key elements: a documental 

structure that represents the steps of the scientific meth-od  ̧and 

a description modeled through a flow of procedures (known as 

scientific workflow) [4, 5]. The previous description reflects 

the SMART Protocol [8], which is designed for the domain of 

the biotechnology of the vegetable plants. The goal is to model 

the experimental protocol in two parts (see Fig. 2), separating 

the static information model (called Document Scientific in 

Fig. 2) from the dynamic model (called Scientific Workflow in 

Fig 2, too). 

The first being represented as a scientific document that 

registers the basic textual information of the methodology of 

investigation (modeled as ontology after), and with which it is 

possible to model non-functional requirements (tittle, 

objective, purpose, results and other metadata of documenting 

the experiment, from the steps of the scientific method). 

Whereas, the second represents the protocol as a flow of 

processes, commonly known as workflow, i. e. the set of step 

in an experiment. A Workflow can be defined as a directed 

graph in which the nodes are implemented by human (“mixed 

the sample”) or software programs (calculations or 

simulations). This element is used for representing the 

functional requirements (the Fig. 4 show an example). 

The intention of using the ontology was the clearest task so 

far: The classification and reuse of experimental knowledge 

generated in the laboratories of the Civil Engineering field. 

Thus, the most focused recommendation was about reusing the 

existing ontologies, since by the time of considering the reuse  

 

of standards of ontological type in this field, proposals 

under the scheme of modeling experiments were done. In order 

to enumerate the most important terms of the domain, the 

decision aims to reuse the SMART Protocol ontology, 

obviously extended and adapted to the needs of the ex-

perimental civil engineering; thereby generating a PECE- 

Protocol Experimental Civil Engineering Ontology as 

document (see Fig. 3). PECE show a model ontology, which 

enumerates of the set of requirements to be considered, when 

an experimental proto-col in civil engineering is represented. 

In this case there are elements that are continuant and others 

are currents. Between the first are all entities that exists in full 

at any time in which it exists at all, persists through time, under 

this specification are all elements of scientific document (see 

Fig. 2). But in this case these elements are sections of the 

class:documentpart; in the second share, the occurrences 

entities, are all ele-ments that exist in a given moment of time, 

scientific workflow (see Fig. 2) class:workflow.  

For space limits the Fig. 3 shows only a portion of 

subclasses class:Entity and Class:Continuant besides of the 

some elements subclassOf:DocumentPart development in 

Protégé software. 

A. Complex Processes Domain Ontology 

Retaking the idea of dealing with the semantic heterogeneity 

among users (scientist, engineer, laboratory workers, and 

auditor), the protocol composition model goes beyond simple 

ontological domain modeling, and it includes semantic 

formalization of a complex process. 

 

 
Fig. 2.  Experimental protocol, as document and as scientific workflow, inspired [8] 
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be defined as disjunctive “O”, since a process can need to 

know the outcomes provided by a “Y” protocol, also obtained 

by a “Z” protocol in order to achieve the knowledge goals of 

the “Y or Z” specific process.  

This is, then, at least one of the OR type must have been 

completed in order to access the following protocol. ii) 

Requires, reports dependencies among processes of the same 

type; this happens when a process needs the outputs from 

another process. This is a hard requirement, that is to say, it 

must be obtained before addressing the next one. Hierarchy: 

iii) IspartOf: this concept describes a hierarchical structure 

among the elements of the process. The aim is to model the 

domain of the complex processes of Civil Engineering, as 

shown in Fig. 1, through this ontology. 

IV. THE COMPOSITION PROCESS   

The composition of an experimental protocol, from the 

point of view of a user’s requirement, is directly related to the 

formal specification of a planning problem, which includes 

collections of actions with pre-requisites and results 

(preconditions and effects respectively). Inspired in [3, 11].  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 3.  Portion of Ontology PECE as Document  

 
 

Fig. 4.  ASTMD2216-5122 Protocol as Workflow 
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It defines a concept like OWL:Concept [15] which belongs 

to an OWL:Class. Consequently, it is possible to build a 

network of concepts depending on the cause-effect relation, 

which may take place among the various phases of the 

complex process (See Fig. 5). The idea is to model each 

complex process as a hierarchical network of tasks where the 

branches correspond to the last level phases mentioning 

experimental protocols to be achieved with the application of 

each ASTM. Order these values enable to define a linear order 

among the actions, or among the internal or external processes 

for the satisfaction of the objectives of the user. i) IsBasedOn, 

provides order relations among protocols (ASTM Instanced) 

and the processes. It can provides order relations among 

protocols (ASTM Instanced) and the processes; it can be 

defined as disjunctive “O”, since a process can need to know 

the outcomes provided by a “Y” protocol, also obtained by a 

“Z” protocol in order to achieve the knowledge goals of the “Y 

or Z” specific process. This is, then, at least one of the “OR” 

type must have been completed in order to access the 

following protocol. ii) Requires, reports dependencies among 

processes of the same  

type; this happens when a process needs the outputs from 

another process. This is a hard requirement, that is to say, it 

must be obtained before addressing the next one. Hierarchy: 

iii) IspartOf: this concept describes a hierarchical structure 

among the elements of the process. The aim is to model the 

domain of the complex processes of Civil Engineering, as 

shown in Fig. 1, through this ontology. 

V. THE COMPOSITION PROCESS 

The composition of an experimental protocol, from the 

point of view of a user’s requirement, is directly related to the 

formal specification of a planning problem, which includes 

collections of actions with pre-requisites and results 

(preconditions and effects respectively). Inspired in [3, 11]. 

When an action supports another, this generates a causal link 

between them, meaning that the preceding action is finished 

before starting a succeeding action. With these actions, it is 

possible to establish a plan of the actions which will be 

transferred to users (Scientist, engineer, auditor, etc.) from an 

initial state of knowledge of a complex process in Civil 

Engineering, to a state in which formulated goals are achieved 

Fig. 5.  Portion of Model Complex Process Domain Ontology 
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by users themselves. Expressed analogically, with a civil 

domain, users express their requirement depending on one or 

various concepts of domain specific knowledge; these 

concepts are part of a complex process (as shown in Fig.2). 

This requirement must be achieved from a state of a user’s 

initial knowledge of that domain (which is even considered 

null, for the specific case in which an individual knows 

nothing of a domain); also, including at the same time 

considerations regarding preference of the non-functional 

requirements in this case expressed as metadata of ontology as 

document. Thus, the experimental protocol compound for this 

case constitutes a (plan) sequence of protocol experimental 

associated to knowledge domain (the specific Civil complex 

process, i.e. pavement design, review database buildings, beam 

analysis, to name a few), and customized for a user. 

As an attempt to transfer both specifications, in one sole 

model (Planning Domain Definition Language PDDL [9]), was  

born, which was expressed by the (S, So, G, A, R) tuple, where 

S is a set of all the possible states, defined by the all the 

concepts of the complex process map. So  S denotes the 

initial state of the problem, and is related with one or more, 

state of the complex process map (concepts of the domain 

Ontology); G  S denotes the goal state, defined by the user´s 

specific complex process, that, he must be achieve. This 

process, are expressed by a set of concepts associated to the 

domain ontology of the Civil complex process (Fig. 5), in 

which the composition system will try to search. A  

is a set of actions which represent the protocols which the 

composer must consider to change from a user state of 

knowledge, to another state of knowledge, and the translation 

relation R  S x A x S defines the precondition and effects to 

execute each action. 

As it is deduced from the tuple, S states are defined 

depending on the concepts associated with the complex 

process model; this is why, this stage can only be achieved 

once that, at least one of the experimental protocols of the 

process modeling has been defined. This composition process, 

in this case is done in two phases: (i) in order to select the 

sequence of protocols, that allow to reach the goal (expressed 

as one or more concept of Domain Ontology). In this phase, 

the system works with the functional requirements, this is the 

workflow, expressed by, its inputs and/or outputs. (ii) in order 

to consider the best adapted assignments to a given user 

preferences, it is only possible with the non-functional 

requirements; this is the metadata of the protocol as document.     

In the first case, each protocol (ASTM Instanced) is 

translated to a planning domain as an action, where 

preconditions will be defined as two types (i) some of 

knowledge directly associated to Complex Process Domain 

Ontology concepts and to the assignments; and (ii) some 

precedence associated to be represented by is required and 

isBasisFor. The effects themselves correspond to the statement 

that says that the concrete protocol is already known and that 

task specific has already been carried out (task_done). Another 

important aspect, apart from the order of the protocol on the 

concept map of the ontology of domain of complex processes, 

is the sequence of input and output variables associated to the 

workflow (seen as black box [3]) of each protocol. These are 

also part of the domain description, incorporating as pre-

conditions and effects of knowledge. The above types 

represent a specification problem, already in PDDL. Fig. 6 

represents a portion a domain of pavement. In this Fig., it is 

possible to appreciate the way, the ASTM are converted in the 

Domain File expressed as PDDL actions; while Fig. 7 

represents the file problem, also in PDDL, in this case it 

includes all the objects, the initial state, and the goal user´s 

specification. 

 

 
Fig. 6.  Portion of PDDL domain (pavement) 

 

In the second case, the convenience of the experimental 

protocol is selected according to the preferences of the user, 

and it is achieved by building an abstract plan (see Fig. 7), 

achieved in the previous phase. After the discovery of each 

protocol in the repository of the protocol, it is necessary to 

filter each one according to the preference of each user. This is 

achieved by a semantic matching, each preference with the 

corresponding metadata. In this case, the selection preferences 

metadata are shown to the user for him to select the ones of his 

interest. For instance, the user can only require to analyze the 

pavement protocols of the preliminary phase, carried out by 

Universidad Nacional de Colombia (Metadata Author), in July 

2016 (Metadata Date); it may even request the system to 

report only the ones, whose materials use a microwaves. As it 

is possible to observe, the preferences of the user, based on 

interests, must be paired with the metadata of the protocol as a 

document. For this reason, once the plan is built, as pointed in 

Fig. 8, the system must search only those elements whose 

matching is precise to the one formulated by the user. Such 

specification is expressed as an “and”, this is to say, each and 

every preference must be mapped in the repository of 

protocols. In addition, this matching exercise can show results 

of two types: i) that one does not exist (or any protocol), or ii) 

there exist more than one protocol matching the preferences. 
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Fig. 7.  Portion of PDDL problem 

 

 In the first case, the user must change his preferences in order 

to do a new selection, and if necessary, to build an abstract 

plan again (it can be considered alternative protocols defined 

under the relation IsBasedOn, being previously ignored). If in 

this case, the terms that make up the original search of the user 

do not coincide with the existing concepts in the context base, 

the agent returns a fault in the request. In the second case, 

there exists more than one protocol matching the preferences. 

Conversely, after finding these metadata, the system returns to 

an RDF document [9] with a list of the triplets related to 

information about all metadata.  

 

 
Fig. 8.  Portion of a plan built 

VI. DISCUSSION AND CONCLUSIONS 

The technology of the experimental protocols semantically 

modeled is recent. It emerged from the application of the ideas 

coming from the Semantic Web field in the experimentation 

area. This technology is based on adding formal and 

comprehensible semantic contents, by computer systems, to 

the description of the capacities of the protocols, in such a way 

that software entities can process this information the same 

way that a human would. Although there are very well 

represented models, it has never been this necessary that each 

domain adjust its representation to its own requirements; if 

reusing automatically the results of the experimentation is 

being sought. Simultaneously, this paper has presented an 

approximation about the way in which the planning technique 

can be incorporated to the design of a protocols com-position 

in the domain of Civil Engineering; specifically when 

modeling the ASTM standard under functional and non-

functional requirements.  

The need for new alternatives that enable the reuse of 

documented results of an experimental research, better adapted 

to the needs of the role of a user, has motivated the application 

of planning techniques of Artificial Intelligence in this field. In 

this regard, all the efforts have been oriented to adapt the way 

to represent the domain of the protocols semantically, and to 

identify the best way to achieve eloquence from the existing 

planners, allowing to deal with these characteristics. 

The described model is part of a representation, 

composition, and execution plat-form of experimental 

protocols, being the reason why we are working on the best 

way to adapt the execution process to the functional and non-

functional requirements associated to the workflows, and to 

the semantic representations respectively. Nevertheless, the 

main effort is represented in the work demanded by the 

sensitization of the community, when sharing the results of the 

researches; if it is intended that e-science starts to permeate the 

scientific experimentation with its benefits in the do-main of 

Civil Engineering.  
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Multi-day-ahead traffic accidents forecasting
based on Singular Spectrum Analysis and

Stationary Wavelet Transform combined with
Linear Regression: A comparative study

Lida Barba and Nibaldo Rodrı́guez

Abstract—Numerous statistical and mathematical methods
have been developed in order to explain the complexity of
nonstationary time series. Singular Spectrum Analysis (SSA)
and Wavelet Transform (WT) are two potent theories with
different mathematical foundations that have been used in several
applications with successful results; however in most studies SSA
and WT have been presented separately, then there is a lack
of systematic comparisons between SSA and WT in time series
forecasting. Consequently the aim of this work is to evaluate
the performance of two hybrid models, one is based on SSA
combined with the Autoregressive model (SSA-AR), and the other
is based on Stationary Wavelet Transform combined with AR
(SWT-AR). The models are described in two stages, the first stage
is the time series preprocessing and the second is the prediction.
In the preprocessing the low frequency component is obtained,
and by difference the high frequency component is computed.
Whereas in the prediction stage the components are used as
input of the Autoregressive model. The empirical data applied
in this study corresponds to the traffic accidents domain, they
were daily collected in the Chilean metropolitan region from
2000 to 2014 and are classified by relevant causes; the data
analysis reveals important information for road management and
a challenge for forecasters by the nonstationary characteristics.
The direct strategy was implemented for 7-days-ahead prediction,
high accuracy was observed in the application of both models,
SWT-AR reaches the best mean accuracy, while SSA-AR reaches
the highest accuracy for farthest horizons.

I. INTRODUCTION

Singular Spectrum Analysis (SSA) and Wavelet Transform
(WT) are two potent methods with different mathematical
foundations that have been successfully applied in time
series analysis; nevertheless, in the literature review there
is a lack of systematic comparisons between SSA and WT
even more in forecasting. Singular Spectrum Analysis is a
nonparametric spectral estimation method which is used to
decompose a time series into a sum of components such
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26, 2016, published on June 30, 2017.
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Valparaı́so, Chile.

Nibaldo Rodrı́guez is with the Escuela de Ingenierı́a Informática, Pontificia
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as trend, cyclical, seasonal, and noise. SSA is defined in
four steps, embedding, Singular Value Decomposition (SVD),
grouping and diagonal averaging, which are summarized in
Decomposition and Reconstruction [1]. The beginning of the
SSA method is attributable to Loève (1945)[2], Karhunen
(1946), [3] and Broomhead-King (1986) [4]. Some researches
have taken advantage of the SSA flexibility to apply it in
diverse fields; favorable results were obtained in climatic series
[5], [6], energy [7], industrial production [8], tourist arrivals
[9], trade [10], among others. Although the SSA flexibility
allows its usage in a wide range of relatively short time series,
there is a lack of standard methods to select the window length,
which is a principal parameter in the decomposition.
On the other hand the wavelet decomposition is a
popular method of nonstationary time series analysis in the
time-frequency domain. Successful results have been obtained
in a wide number of applications such as hydrology [11,
12], biological signals [13], common energy consumption
[14], financial market [15], [16], marketing [17], among
others. The wavelet analysis provides spectral and temporal
information in different spatial and temporal scales. The
Continuous Wavelet transform (CWT) [18] and the Discrete
Wavelet Transform (DWT) [19, 20] are used to obtain
a representation form of a time series. CWT calculates
wavelet coefficients at every possible scale, which requires a
significant amount of computational resources and it generates
redundant information. Whereas DWT calculates the wavelet
coefficients based on discrete dyadic scales; DWT reduces
the computational complexity and generally non-redundant
information, however it is prone to shift sensitivity, which is
an undesirable feature in forecasting [21]. Stationary Wavelet
Transform (SWT) is based on a nonorthogonal multiresolution
algorithm for which the DWT is exact [22], besides SWT is
shift invariant. The SWT decomposition is dependent of two
parameters, the wavelet function and decomposition levels,
regrettably as in SSA, there is no standard methods to take
decisions about these parameters configurations.
This paper contribution is a systematic comparison of hybrid
models based on Singular Spectrum Analysis combined
with Autoregressive model (SSA-AR) and Stationary Wavelet
Transform combined with the same Autoregressive model
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(SWT-AR) for multi-step ahead forecasting of nonstationary
time series. A daily time series of injured in traffic accidents is
used to evaluate the hybrid models; the data were collected in
the Chilean metropolitan region (Santiago) from year 2000
to 2014 [23]. This paper is organized as follows. Section
II describes the methodology used to implement SSA and
SWT. Section III presents the prediction based on components.
Section IV shows the efficiency criteria. The Results and
Discussion are described in Section V. Finally Section VI
concludes the paper.

II. METHODOLOGY

The forecasting methodology is described in two stages,
preprocessing and prediction (Fig. 1). Singular Spectrum
Analysis (SSA) and Stationary Wavelet Transform (SWT) are
implemented in the preprocessing stage. The aim of SSA and
SWT is to decompose an observed signal x in components
of equal size and different dynamic, in this case of low and
high frequency, cL and cH respectively. In the prediction stage
the Autoregressive (AR) model is implemented to predict the
components.

Fig. 1. Forecasting methodology

The one-step ahead forecasting model is defined with the
next expression:

x̂(n+1) = f [cL(n),cH(n)] , (1)

where x̂ is the predicted value and n represents the time instant.

A. Preprocessing based on Singular Spectrum Analysis

The preprocessing through Singular Spectrum Analysis was
illustrated in Fig. 1. The observed signal x through SSA is
decomposed and the low frequency component cL is extracted;
while the component of high frequency cH is computed by
simple difference between the observed signal x and the

component cL. Conventionally the SSA implementation is
defined in four steps: embedding, decomposition, grouping,
and reconstruction by diagonal averaging [1]; but in this work
the grouping step is not performed.

1) Embedding: The embedding step maps the time series
x of length N in a sequence of M multidimensional lagged
vectors of length K; the embedding process is shown below

Y =


x1 x2 . . . xK
x2 x3 . . . xK+1
...

...
...

...
xM xM+1 . . . xN

 , (2)

where Y is a real matrix of MxK dimension, with M < K,
and K = N−M +1. The matrix Y is a Hankel matrix which
means that the elements xi j on the anti-diagonals i + j are
equal.

2) Decomposition: The decomposition step implements the
SVD of the trajectory matrix Y . The SVD of an arbitrary
nonzero M×K matrix Y = [Y1 : ... : YK ] is a decomposition
of Y in the form

Y =
M

∑
i=1

√
λiUiV>i , (3)

where λi is the ith eigenvalue of matrix S = YY> arranged
in decreasing order of magnitudes. U1, . . . ,UM is the
corresponding orthonormal system of eigenvectors of the
matrix S.
Standard SVD terminology calls

√
λi the ith singular value

of matrix Y ; Ui is the ith left singular vector, and Vi is the
ith right singular vector of Y . The collection (

√
λi,Ui,Vi) is

called ith eigentriple of the SVD.

3) Reconstruction: The first eigentriple is used to extract
the low frequency component cL, the remainder eigentriples
are not used, in that reason the grouping is not performed.
The elemental matrix which contains the cL component is
computed with:

Y1 =
√

λ1U1V>1 . (4)

The reconstruction is performed by diagonal averaging over
Y1. The elements cL(i) are extracted as follows:

cL =



1
k−1 ∑

k
m=1 Y1(m,k−m), 2≤ k ≤M,

1
M ∑

M
m=1 Y1(m,k−m), M < k ≤ K +1,

1
K+M−k+1 ∑

M
m=k−K Y1(m,k−m), K +2≤ k ≤ K +M.

(5)
The complementary component is the component of high
frequency cH , therefore cH = x − cL. Although cH was
not directly extracted by SSA, it was calculated from the
component cL, therefore cH is an indirect product of the SSA
decomposition.
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B. Stationary Wavelet Transform

The preprocessing through Stationary Wavelet Transform
was illustrated in Figure 1. SWT is based on the Discrete
Wavelet Transform, its implementation is defined in the
algorithm of Shensa [22]. SWT implements up-sampled
filtering [24, 25].
In SWT the length of the observed signal must be an integer
multiple of 2 j, with j = 1,2, . . . ,J; where J is the scale number.
The signal is separated in approximation coefficients and detail
coefficients at different scales, this hierarchical process is
called multiresolution decomposition [26].

Fig. 2. Decomposition scheme of SWT (with 2 levels)

The observed signal a0 (which was named x in previous sec-
tion) is decomposed in approximation and detail coefficients
through decomposition low pass filters (h0,h1, . . . ,hJ−1), and
decomposition high pass filters (g0,g1, . . . ,gJ−1), one to each
level as the scheme of Fig. 2. Each level filters are up-sampled
versions of the previous ones.
At the first decomposition level, the observed signal a0 is
convoluted with the first low pass filter h0 to obtain the first
approximation coefficients a1 and with the first high pass filter
g0 to obtain the first detail coefficients d1. The process is
defined as follows

a1(n) = ∑
i

h0(i)a0(n− i), (6a)

d1(n) = ∑
i

g0(i)a0(n− i), (6b)

This process follows iteratively, for j = 1, . . . ,J-1 and it is
defined bellow:

a j+1(n) = ∑
i

h j(i)a j(n− i), (7a)

d j+1(n) = ∑
i

g j(i)a j(n− i), (7b)

Inverse Stationary Wavelet Transform (ISWT) performs the
reconstruction. The implementation of ISWT consists in
applying the operations that were done in SWT in inverse order
and based on low-pass and high-pass reconstruction filters. The
last coefficient approximation aJ reconstructs the component
of low frequency cL, whereas all detail coefficients reconstruct
the component of high frequency cH , both components are
never decimated, therefore they have the same length as the
observed signal.

III. PREDICTION STAGE: AUTOREGRESSIVE MODEL BASED
ON COMPONENTS

The prediction is the second stage in the forecasting
methodology (Fig. 1), and it depends of the first stage
of preprocessing. The multistep-ahead forecasting is based
on the direct method, which implements τ AR models of
equal structure to predict the variable at time n + h based
on the linear relationship between L previous values of the
components and the future value of the component at time
n+ h. The model uses the time series of length N which is
split in two groups, training and testing, with length Nr and
Nt respectively.
The following equation defines the general structure of the AR
model in matrix notation:

ŷ = βZ, (8)

where ŷ is the predicted value of y with length Nr, Z is the
regressor matrix and β is the linear coefficients matrix. The
regressor matrix Z has order Nrx2L due to L lagged values of
cL and the L lagged values of cH . The matrix of coefficients
β has order 2x2L (one row for each component), and they
are computed with the Least Square Method (LSM) [27], as
follows:

β = Z†y, (9)

where Z† is the Moore-Penrose pseudoinverse matrix [27].
The direct strategy estimates τ models between regressors to
compute h-step ahead prediction [28]. Each model returns a
direct forecast of x̂(n+h). This strategy can be expressed as

x̂(n+h) = f [Z(n),Z(n−1), . . . ,Z(n−L+1)] , (10)

where h = 1, . . . ,τ .

IV. EFFICIENCY CRITERIA

Two efficiency criteria are computed to evaluate the
prediction accuracy of multi-step ahead prediction. One is the
modified version of Nash-Suctlife Efficiency (MNSE); MNSE
is computed to overcome the oversensitivity to extreme values
induced by the mean square error of original Nash-Sutcliffe
efficiency and to increase the sensitivity for lower values [29]:

MNSE = 1− ∑
Nt
i=1 |xi− x̂i|

∑
Nt
i=1 |xi− x̄|

, (11)

where xi is the ith observed value x̂i is the ith predicted value,
x̄ is the mean of x, and Nt is the testing sample size.
The prediction accuracy was also evaluated through
Mean Absolute Percentage Error (MAPE), Coefficient of
Determination (R2), and Relative Error (RE).

MAPE =
1
Nt

Nt

∑
i=1

∣∣∣∣xi− x̂i

xi

∣∣∣∣ . (12)

R2 = 1− σ2(x− x̂)
σ2(x)

, (13)
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where σ2 is the variance.

RE =
(x− x̂)

x
. (14)

V. EXPERIMENTAL RESULTS AND DISCUSSION

A. Data

The forecasting performance of hybrid models SSA-AR
and SWT-AR are evaluated through a time series of injured
in traffic accidents. The data were daily collected by the
Chilean police and the National Traffic Safety Commission
(CONASET) [23] from year 2000 to 2014 in Santiago, Chile
with N =5479 records; the data reveals 260073 injured persons
due to 58 causes defined by CONASET. In this work the
problem is focused on principal causes via ranking; it was
found that 15 causes are present in 80% of injured people in
traffic accidents, which are categorized in imprudent driving,
pedestrian recklessness, signal disobedience, alcohol in driver,
vehicle control loss, and mechanical causes. The complex
dynamic of the series is observed in Fig. 3. Nonstationary
characteristics were probed with the KPSS test [30].

B. Prediction based on Singular Spectrum Analysis and the
Autoregressive model

This forecasting is based on the component of low frequency
extracted with SSA, and its complementary component
of high frequency computed by subtraction. Therefore the
performance model depends of the components that were
provided. The order of the AR model was set by information
of the Autocorrelation Function (ACF). Fig. 4a shows 7, 14,
21, 28, 31, and 35 day peaks; the multiple harmonic L = 14
was chosen to implement a parsimonious model.
One-step ahead forecasting was implemented with L = 14; the
window length was evaluated through the metric MNSE, as
it is shown in Fig. 4b. The effective window length was set
in M = 7, which reaches a MNSE =98.4%; consequently the
Hankel matrix has 7× 5473 dimension. The component of
low frequency cL was extracted with SSA, and the component
of high frequency is its complement. The SSA components
are shown in Fig. 5. From Fig. 5, the cL component presents
slow fluctuation, whereas the cH component presents quick
fluctuation, the components quality is now evaluated in the
prediction stage.
One step-ahead forecasting via SSA-AR is extended to
multi-step ahead forecasting keeping the same settings (L= 14,
M = 7), via direct strategy; Figures 6a, 6b and Table I present
the results for multi-step ahead prediction of Injured in traffic
accidents. From Figures 6a, 6b, and Table I, high accuracy
was reached through the application of SSA-AR hybrid model
for multi-step ahead prediction of injured in traffic accidents.
SSA-AR presents a mean MNSE of 93.5% and a mean MAPE
of 2.6%.

TABLE I
MULTI-STEP AHEAD PREDICTION, METRICS MNSE AND MAPE

MNSE(%) MAPE(%)
h SSA-AR SWT-AR SSA-AR SWT-AR
1 98.4 99.8 0.6 0.07
2 96.7 99.4 1.3 0.2
3 94.8 98.8 2.1 0.5
4 93.1 97.6 2.7 1.0
5 91.5 95.1 3.4 2.0
6 90.2 87.4 3.9 5.2
7 89.4 82.5 4.3 7.1

Min 89.4 82.5 0.6 0.07
Max 98.4 99.8 4.2 7.1
Mean 93.5 94.4 2.6 2.3

Mean Gain 0.96% 13.0%

The observed signal vs the predicted signal for 7-days ahead
prediction via SSA-AR is shown in Fig. 7a, good fitting is
reached. The performance evaluation through MNSE, MAPE,
R2, and RE are presented in Table II. The SSA-AR model
reaches high accuracy with a MNSE of 89.4%, a MAPE of
4.3%, a R2 of 98.8%, and 97.4% of the predicted points show
a relative error lower than ±15%.

C. Prediction based on Stationary Wavelet Transform and the
Autoregressive model

The wavelet decomposition was implemented with the
mother wavelet function Daubechies of order 2 (Db2), in
reason that Db2 presents better performance than other
wavelets the time series decomposition with long term
non-linear trend and periodic component [21]. The number
of decomposition levels was evaluated in the prediction stage
via AR(14) model. The decomposition level was set by
evaluation of different values in the range j = 1, . . . ,4 for
one-step ahead prediction. As it is shown in Fig. 4c, the
effective number of decomposition levels was set in J = 2,
which reaches the highest efficiency MNSE of 98.8%. The
last coefficient approximation reconstructs the component
of low frequency cL, whereas the addition of all detail
coefficients reconstruct the component of high frequency
cH . The components extracted through SWT from the time
series were illustrated in Fig. 5c and 5d. The cL component
present long-term fluctuations, whereas cH present short-term
fluctuations.
One step-ahead forecasting via SWT-AR is extended to
multi-step ahead forecasting keeping the same settings (L= 14,
J = 2), via direct strategy; Figures 6a, 6b and Table I present
the results for multi-step ahead prediction of Injured in traffic
accidents. From Figures 6a, 6b, and Table I, high accuracy
was reached through the application of SWT-AR hybrid model
for multi-step ahead prediction of injured in traffic accidents.
SWT-AR presents a mean MNSE of 94.4% and a mean MAPE
of 2.3%.
The observed signal vs the predicted signal for 7-days ahead
prediction via SWT-AR is shown in Fig. 8a, good fitting is
reached. The performance evaluation through MNSE, MAPE,
R2, and RE are presented in Table II. The SWT-AR model
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reaches high accuracy with a MNSE of 82.5%, a MAPE of
7.1%, a R2 of 96.5%, and 90.4% of the predicted points show
a relative error lower than ±15%.

TABLE II
RESULTS FOR 7-DAYS AHEAD PREDICTION OF INJURED IN TRAFFIC

ACCIDENTS

MNSE(%) MAPE(%) R2(%) RE(%)
SSA-AR 89.4 4.3 98.8 97.4±15%
SWT-AR 82.5 7.1 96.5 90.4±15%

SSA-AR Gain 8.4% 65.1% 2.4% 7.7%±15%

From Table I, SWT-AR reaches a MNSE mean gain
over SSA-AR of 0.96%, and a MAPE mean gain of 13.0%.
However SSA-AR shown superiority with respect to SWT-AR
for the farthest horizons (h = 6, h = 7) as it is presented
in Fig. 6 and Table I. By instance from Table II, SSA-AR
achieves a MNSE gain of 8.4%, a MAPE gain of 65.1%, a
R2 gain of 2.4% and 7.7% of RE gain (±15%) with respect
to SWT-AR for 7-days ahead prediction.

VI. CONCLUSIONS

In this study have been presented and compared two
hybrid prediction models based on Singular Spectrum
Analysis and Stationary Wavelet Transform combined with
the Autoregressive model. The models have been evaluated
with a nonstationary time series daily collected from the
traffic accidents domain in the period 2000 to 2014; the data

characterize the fifteen most relevant causes of injured people
in traffic accidents in Santiago, Chile.
The component obtained with the first eigentriple in SSA
corresponds to the approximation signal obtained in the
last decomposition level in SWT. On the other hand, the
regarding eigentriples of SSA reconstruct the component of
high frequency, which corresponds to the detail coefficients
computed in SWT to reconstruct the component of high
frequency. Both SSA and SWT, obtain components of low
frequency with long-term fluctuations, and components of high
frequency of short-term fluctuations.
The prediction results of SSA-AR and SWT-AR are similar in
curve fitting and accuracy. SWT-AR shows the highest mean
accuracy for multi-step ahead prediction with a mean MNSE
gain of 0.96% and a mean MAPE gain of 13%. However
SSA-AR achieves the best accuracy for farthest horizons;
7-days ahead prediction present a MNSE gain of 8.4%, a
MAPE gain of 65.1%, a R2 gain of 2.4%, and 7.7% (±15%)
of RE gain.
Finally both models are suitable for traffic accidents
forecasting, however further research can be undertaken to
evaluate this potential techniques and the proposed strategies
in the solution of other nonstationary problems.
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Abstract—This paper presents a novel approach for solving
the Satisfiability problem by reducing its complexity. First, an
improved, ‘divide and conquer’version of the Apriori algorithm
is introduced. It consists in dividing the problem instance into
two or more if necessary, sub-instances and then in executing an
ameliorated version of the Apriori algorithm for extracting the
frequent variables appearing in the sub-instances.
These most frequent variables are grouped into clusters and the
corresponding problem are considered for resolution. Once done,
the clusters can be shown as new smaller instances that are
solvable separately using either the DPLL procedure or the BSO
algorithm according to the number of variables to be solved.

Index Terms—Mining Frequent Patterns, Apriori, Meta-
Apriori, Clustering, NP-Complete problems, Problem Solving,
Satisfiability Problem, Complexity

I. INTRODUCTION

ONE of the most important tasks of Data Mining[1] is the
reducing complexity of data while keeping the integrity

of the later.
Three kinds of treatment are used for this purpose, Clas-
sification and clustering which consist in dividing the data
into small groups according to a certain training data for
the classification, and according to the similarities between
the elements for the clustering. The third process being the
frequent patterns mining, which consists in extracting the most
frequent items repeated together.
In this work, we aim at reducing the complexity of the sat-
isfiability problem[2], the most known NP-Complete problem
that arouses the most interest of the computational complexity
community. The issue consists in finding an assignment to
the variables to satisfy an instance represented as a CNF
(Conjunctive Normal Form) Boolean formula.
There are two categories of solving approaches, the complete
and the incomplete methods[3]. The first guarantees to find
the optimal solution if it exists or proves that the problem
cannot have a solution if appropriate. These methods cannot
cope with large problem instances and would generate a
combinatorial explosion and timeout calculation whatever the
machine performance.
To get around these problems, the scientific community devel-
oped new methods based on approximation. These methods do
not guarantee to find a solution even if it exists.
These constrains motivate us to think about a preprocessing
-pretreatment- to execute before the resolution. This prepro-
cessing step consists in using a frequent mining patterns

to reduce the problem complexity by dividing it into sub
problems (clusters) that can be solved separately in a second
step, using a complete algorithm and an incomplete one.
The remainder of this document is organized as follows. The
next section presents some interesting works related to the
satisfiability problem and the Apriori algorithm. The satisfi-
ability problem is then introduced in the third section. The
fourth section is dedicated to the presentation of Bees Swarm
Optimization Algorithm. The fifth section is consecrated to
the Meta-Apriori algorithm, prior to presenting the Apriori-
Clustering resolution in the sixth section. The conducted
experiments and the obtained results are presented in the
last section. Conclusions are finally summarized and some
perspectives are suggested.

II. RELATED WORKS
Nowadays, several algorithms and solvers exist to get over

the satisfiability problem, namely SAT.
The first category of SAT solvers deals with complete
algorithms that are able to yield either a satisfying solution or
a proof that such a solution does not exist. One of the most
known and studied complete solver is the Davis-Putnam-
Logemann-Loveland(DPLL)[4]. This backtracking algorithm
recursively assigns a truth value to a variable and eliminate
all clauses that contains it until being able to check whether
the formula is satisfied. Several existing solvers are based on
the DPLL algorithm.
An extension of the DPLL is introduced in the Conflict
Driven Clauses Learning (CDCL)[3], in which a new clause
is learnt when a conflict occurs while assigning values to the
variables. Tens of CDCL based solvers exist nowadays[3].
In[5], the authors introduced the first parallel portfolio[6]
SAT solver using a multicore architecture, allowing a
communication between the four used cores (CDCL solvers)
through lockless queues. These solvers are configured
differently according to:

• the restart policy, using either a dynamic restart policy
depending on the average size of the two last back-jumps,
or an arithmetic one,

• the selecting heuristic, where they increase the random
noise of the Variable State Independent Decaying Sum
(VSIDS) heuristic to diversify the selecting process,

• the polarity using a progress saving politic, saving the
polarity of variables between conflict and back-jump
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level, and a statistic polarity according to the occurrences
of each literal (variable and its negation),

• the learning process, using the basic CDCL’s implication
graph[7] and introducing a novel arc, called inverse arc,
that takes into consideration the satisfied clause,

• and finally, the clause sharing, which allows the commu-
nication between the cores.

All of these cores will deal with the whole base of clauses
and try to solve it using different manner (configuration),
which can be very time consuming. It would be a better
choice to divide the problem so that the different solvers can
cooperate by solving the different parts separately and save
time.
The second category of solvers are based on incomplete
algorithms. Their principle is to learn the problem’s
characteristics in order to guide the search without covering
the whole search area.
One of the first and most studied incomplete algorithms is
the Stochastic Local Search (SLS)[8], such as the famous
GSAT. Firstly introduced in[9], the algorithm starts by
assigning a truth value to all the variables, then generates the
neighbourhood of the current solution by flipping the variables
one by one. The choice of the variable to be flipped is made
by selecting randomly an unsatisfied clause, and picking the
variable that maximizes the number of newly satisfied clauses
and minimize the number of newly unsatisfied clauses.
An extension of the GSAT was proposed in [10], named
WALKSAT, in which the choice of the variable to be flipped
is made by selecting from a random unsatisfied clause, the
variable satisfying the GSAT condition with a probability p,
and with a probability 1-p picks a variable randomly.Since
then a family of WALKSAT solvers were created[11]. As
other solvers based on SLS algorithm.
In[12], S. Cai et al. introduced a new two-mode SLS solver
that combines be- tween two flip strategy. The first one being
the CCA (Configuration Checking with Aspiration) heuristic,
which does not allow flipping a variable if its configuration
(neighbours) does not change since its last flip. And allow
the flipping of those whose score is significant (their flip
decreases the number of unsatisfied clauses significantly).
If these kinds of variables do not exist, the flip strategy
used is switched to the focused local search mode which
selects a variable from a random unsatisfied clause. This
solver has been combined with other solvers like glucose
CCAnr+Glucose[13], which was presented in the SAT’s
competition 2014, and so others.
However, visiting the neighbourhood of each variable and
counting the score of each variable at each step with the
probability to switch to a random mode after this process is
very time consuming.
In [14], the authors, being inspired by the Frankenstein’s
novel, introduced a solver which consists on a combination
of existing high performance SLS SAT’s techniques (solvers)
with some mechanism that they introduced, using an
automated construction process. The solver includes five
parts or blocks, where the first is used for diversification
-initializing selecting policy-. The three next parts are

consecrated to the resolution itself; WALKSAT’s based
solvers for the second part, dynamic local search (penalties
associated to the clauses) solvers for the third and GWSAT
(joining GSAT-WALKSAT) for the fourth part. The fifth
block is used to up to date data structures.
Even on this solver, selecting the solver to be used for
resolution, can be very time consuming because of the
diversity of problems instances.
Data Mining techniques were for the first time used for
solving SAT in[15][16], where the authors used clustering[1]
methods to reduce the problem instance into many groups
using an intuitive method[15], creating a cluster for every new
variable. A Genetic-K-Means where the clusters centres are
generated using the genetic algorithm[1], and the classification
is made using the K-means algorithm[1].
Many other Data Mining techniques exist, including Frequent
Patterns Mining which consists on finding the patterns (items,
variables, ...) that are repeated together. One of the most
known algorithms used for mining frequent patterns is the
Apriori Algorithm[1][17].
Introduced in[17], Apriori consists in finding the set of
k-Itemsets that occur the most. A set of itemsets candidates
is extracted to be validated by scanning the whole base which
is very time consuming.
In[18], the authors considered the item with the minimum
support, minimizing then the database scans and reducing the
runtime. They also used the FP-growth algorithm in order to
reduce the memory space.

III. THE SATISFIABILITY PROBLEM

Being one of the most studied NP-Complete problems, all
eyes are turned to the Satisfiability problem, for its complexity
and its impact on the whole NP- Completeness.
The Boolean Satisfiability problem[2], SAT, is to decide
whether or not there is a satisfying assignment to the set of
variables x making a Boolean formula (x) true. This formula
being in conjunctive normal form (CNF) that is a conjunction
of clauses, where each clause is a disjunction of literals, a
literal being either a variable or its negation. In other words,
find an assignment (true value to each variable) that satisfies
all the clauses in the same time. Reminding that a clause is
said to be satisfied (true) if and only if at least one of its
variables is satisfied (true for a positive literal and false for a
negative one).
The formal definition of the problem is shown in the following
instance and question pair:

• Instance: m clauses over n literals
• Question: Is there any assignment of variables that satis-

fies all the clauses?
Example:
Let consider the following set of variables V = {X1, X2,
X3} and the following set of clauses C = {C1, C2, C3, C4}
defined as follow:

- C1 = X1, X2
- C2 = X2, -X3
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- C3 = -X1, -X3
- C4=X1, X2, X3
Note that the ’-’means the negative form of the variable.

IV. BEES SWARM OPTIMIZATION FOR SOLVING
SAT

The Bees Swarm Optimization Algorithm (BSO)[19] is a
population-based search algorithm simulating the behaviour
of bees when looking for food[20]. In fact, Karl Von Fris -
1946- observed that it is through a specified dance that the
bees communicate the distance and the direction of the food
source. The richest the source, the vigorous the dance so that
when two sources of equal distance are found, the bees exploit
the most potential area.
By analogy to the animals (reign), the BSO algorithm works as
follow: First, an initial bee, named BeeInit generates a random
solution named Sref, from which a search space namely
SearchArea is determined using a diversification strategy. Each
bee considers a solution of this SearchArea as a starting point
to its local search and communicates the best solution found
in a table called Dance. The best solution from this table is
taken as the references solution (Sref) and the cycle restarts
until no better solution to be found.

Algorithm 1 Bees Swarm Optimization Algorithm for SAT
1: Bees : table of bees
2: Solution : Variables ; Solution ; Evaluation
3: Sref ←Random Boolean Solution
4: while non stagnation do
5: TL←Sref
6: SearchArea (Sref) : Random generation
7: for ( i = 0 ←Bees count) : assign a solution of

SearchArea to each bee do
8: Local search
9: Dance←Best local search

10: end for
11: Sref ←Best solution from Dance using fitness proce-

dure(attribute a point to the evaluation for each satisfied
clause)

12: end while

V. META APRIORI

The Apriori[17][1] Algorithm is the most popular algorithm
in data mining for extracting the frequent itemsets. It detects
from a set of transactions, the items that are repeated the most
together. It starts by extracting the singles frequent items to
then recursively self-join the resulting itemsets until no longer
itemset to be extracted (k-itemsets).
The Meta-Apriori algorithm[21] includes three steps; parti-
tioning step, Apriori step, and fusion step. The partitioning
step consists in dividing the database into two clusters or
more if necessary. This partitioning is made by classifying the
transactions according to the frequency of their items, having
as result, almost the same items in both of the clusters with
the same frequency. The Apriori step, as its name indicated, is
the application of an improved Apriori algorithm on previous

clusters. These improvements were introduced to reduce the
Aprioris time consuming, and consist in:

• A vertical representation for a better representation of
the database and the set of candidate itemsets, so that
the entry of the structure is the item (vari- able) and
the contents is the set of transactions (clauses) where it
appears.

• Validation of a candidate when its frequency is equal to
the support (the condition is satisfied).

• Elimination of the items that appear less than the min-
imum support, and the transactions containing a lesser
number of item than the current itemset size.

To end with the fusion step, where the itemsets of both of the
clusters (of all clusters if more than two) are joined.

Algorithm 2 Meta-Apriori Algorithm
1: Variables :
2: CS1, CS2 : sub-transaction base
3: Ci : ith itemsets candidates
4: Input :
5: TB: transaction base
6: MinSUp: minimum support
7: Output:
8: FPB: frequent patterns base
9: procedure DIVIDING(TB,CS1,CS2)

10: for i :0 to TB length do
11: CS1 ←TB[i] or CS2 ←TB[i] according to the

frequency of the items on both of CS1, CS2
12: Return CS1, CS2
13: end for
14: end procedure
15: procedure APRIORI(TB,FBP )
16: extract 1-itemset and validate
17: while (itemset to be extracted ) do
18: Ci= self join the itemsets (new candidates)
19: Validation(Ci)
20: i=i+1
21: end while
22: Return FBP
23: end procedure

VI. META-APRIORI CLUSTERING FOR SAT
SOLVING

In this section, we propose a novel algorithm for solving the
SAT problem, where data mining collaborates with a complete
resolution algorithm and incomplete one.
With the aim of reducing the problems complexity, the prob-
lems instance is divided into two groups (clusters) using, as
presented in the previous section, a frequency clustering, to
then execute the improved Apriori algorithm, giving as result
a set of k most frequent itemsets.
Two methods are then possible; the first method merges
(fusion) the itemsets of the two instances, on one unique
set of itemsets which is used for creating clusters by using
these itemsets as cluster’s centre (If two itemsets share more
than half of the elements, the two centres are merged). The
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problem’s instance is then classified -into these clusters- using
the Hamming distance[22] , so that an itemset is classified
in the cluster with which it shares the maximal number of
items. These clusters can be seen as new problem’s instances
which can be solved either by using the DPLL algorithm
or the BSO algorithm according to the number of variables
to be solved. The resulted solutions are then merged. The
second method follows a top-down schema. Contrarily to the
first, it does not merge the itemsets of both instances groups
but continues splitting the instances using the same process
as that described in the first method ( creating the clusters
using the frequent itemsets, and classify the two instances
separately). Once all clusters created, the resolution of each of
the clusters is made using the DPLL and the BSO algorithms.
The solutions obtained by all the clusters are then combined
to yield the general problem’s solution.
The following figure illustrates the two presented methods.

Fig. 1. META-APRIORI CLUSTERING FOR SAT SOLVING.

VII. EXPERIMENTS
To show the efficiency of the proposed approach, some

experimentations were conducted on an i7 2.40 Ghz 4Go
and the implementation on Microsoft visual studio CSharp
2013, and were conducted on some benchmarks which are
presented in the Table 1.

TABLE I
BENCHMARKS DESCRIPTION

Benchmark Solvability Number of variables Number of clauses
Benchmark1 [23] Unsolved 99 8691
Benchmark 2 [23] Solved 230 9975
Benchmark 3 [23] Solved 440 9291
Benchmark 4 [23] Solved 240 10409
Benchmark 5 [23] Solved 260 11276

IBM 7 [24] Solved 8710 39374
GALILEO 8 [24] Solved 58074 276980
GALILEO 9 [24] Solved 63624 307589

Table.1 describes the characteristics of each benchmark
[23] [24], either they are solvable or not, the number of
variables and clauses of each one. The sources from which
these benchmarks were obtained are detailed in the references.

Table2 represents the solving rates and time solving of the
Meta-Apriori Clustering DPLL-BSO vs the best time solver

TABLE II
SATISFACTION RATES AND SOLVING TIME FOR META-APRIORI

CLUSTERING VS THE BEST BENCHMARK’S SOLVER.

Benchmark Name Method Rate (%) Time (s) Best Time Solver (s) Best Solver
Benchmark1 1St Method 99, 61 37, 01

2Nd Method 99, 64 41, 35 - -
Benchmark 2 1St Method 99, 10 1, 63 372, 14 Solver 1[23]

2Nd Method 98,84 6,88
Benchmark 3 1St Method 97,71 2,2 2088,76 Solver 2[23]

2Nd Method 98,30 0,66
Benchmark 4 1St Method 99,05 20,1 1257,86 Solver 3[23]

2Nd Method 99,22 23,76
Benchmark 5 1St Method 99,20 23,29 233,091 Solver 4[23]

2Nd Method 99,27 27,66

[23] in the corresponding SAT competition. It shows a signif-
icant difference between Meta-Apriori Clustering DPLL-BSO
solving’s time and the best time solving of each benchmark,
which is due to Meta-Apriori Clustering that reduce signifi-
cantly the complexity of the problem’s instance, allowing an
important time saving. However, we can see that the problem’s
instance is not 100% solved.
Comparing, for example, the 3rd benchmark for which the
time solving of the best solver is about 2000s and the Meta-
Apriori’s time solving is about 2s which is 1000time less than
the best solver even if the rate is about 97%. This rate can be
handled by the use of a more efficient solver than pure DPLL
and BSO.
The aim of this paper is the time saving by reducing the
problem’s complexity using Data Mining techniques.

TABLE III
SATISFACTION RATES AND TIME CONSUMING BETWEEN TWO

CLUSTERING METHODS

Meta-Apriori Clustering-DPLL-BSO Method 2 BSO-DM+DPLL
Benchmark Name Rate (%) Time (s) Rate (%) Time (s)

IBM 7 199,11 13,98 93.77 24,25
GALILEO 8 99,06 617,97 97.65 1502,81
GALILEO 9 98,85 815,55 97.64 1620,47

Table 3, presents the rates and time consuming between
the Meta-Apriori Clustering DPLL-BSO and the BSO-DM-
DPLL[9]. These results, show that Meta-Apriori Clustering
DPLL-BSO gives much better results (satisfiability rate) than
the BSO-DM-BSO with time saving.

VIII. CONCLUSION

Throughout this paper, we proposed an approach based on
mining frequent patterns associated with a complete algorithm
and an incomplete one.
The proposed improvement of Apriori, Meta Apriori, is used
as a preprocessing by extracting all the variables that appear
together. The problem’s instance being divided into clusters
using the later itemsets, the problem’s complexity is lesser,
allowing the resolution of each of the clusters using either
a complete algorithm or an incomplete one according to the
number of variables to be solved. The later approach was
applied to the Satisfiability problem because of its importance
in the Artificial Intelligence community and the impact of
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solving such an important problem.
Many algorithms and solvers are proposed each year for
solving SAT. The later approach was tested and the results
of the experimentations show the impact of using frequent
patterns mining as a preprocessing for solving problem.
We believe that this approach would be more efficient when
used with a more efficient solver. For our future work, we
will integrate this method in a solver that have proven his
efficiency.
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Analysis of the discrete wavelet coefficients using a

Watermark Algorithm
Sandra L. Gomez Coronel, Marco A. Acevedo Mosqueda, Ma. Elena Acevedo Mosqueda and Ricardo Carreño

Aguilera.

Abstract—This paper analyses the performance of the Discrete
Wavelet Transforms (DWT) in a watermark algorithm designed
for digital images. This algorithm employs a perceptive mask
and a normalization process. The watermark insertion is done
through the spread-spectrum technique, which is still, after a
couple of decades, one of the safest ways to disguise the presence
of the watermark in the digital image to the human eye. The
algorithm is evaluated by establishing which wavelet coefficient
provides the best accommodation in the watermark, i.e., it is
not noticeable and will resist the various attacks, both intended
and unintended. Different objective metrics are used-Peak Signal
to Noise Ratio (PSNR), Multi-Scale Structural Similarity Index
(MSSIM) average, correlation coefficient- and Bit Error Rate
(BER) to determine which coefficient performs better in the
insertion and extraction of the watermark.

Index Terms—Discrete Wavelet Transform, Image normaliza-
tion, Perceptive Mask, Spread Spectrum, Watermarking.

I. INTRODUCTION

Nowadays most humans deal with information in a digital

format (audio, video, or image). Although its immediate

access represents an advantage, we cannot forget that the

contents are also vulnerable to any kind of manipulation.

By shielding digital data, we can safely share information,

even through unsafe channels, preventing illegal reproductions

or unauthorized alterations to original material. One way to

achieve this is through watermarks, which purpose is to protect

copyright in digital contents by inserting information into the

digital file -that is to be authenticated. The watermark should

remain imperceptible, robust, and hard to remove or alter;

however, it must remain detectable when verifying the data.

Over the last two decades, various watermarking techniques

have been developed around three features: robustness, safety,

and legibility. In the practice, the first two qualities work as

opposites, because when imperceptibility is the focus, there is

a tendency to loose robustness. When one intends to prevent

visual alterations to the image, some of its perceptible areas

remain unmodified, making the watermark vulnerable to both

intentional and unintentional attacks. In addition, the legibility

aspect seeks for the watermark to be detected, and/or extracted,

at wish without any setbacks.

The different techniques found in the state-of-the-art de-

mand the ability to insert the watermark in two levels: the
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spatial and the transform domains. The goal is to achieve an

imperceptible watermark, impervious to all attacks because of

its robustness. As a rule, the techniques suited for the spatial

domain lack robustness, because the pixels (or pixel clusters)

that must be marked are directly modified. To avoid perceptible

changes, one option is to alter the least significant bit (LSB), or

a cluster of them [1], [2], [3], [4], nevertheless, by modifying

the intensity levels of the pixels, we end up with techniques

that hold a small amount of robustness. This is the reason

why it is preferable to work on the transform domain (Discrete

Wavelet Transform (DWT), Discrete Cosine Transform (DCT),

Discrete Fourier Transform (DFT), Contourlet Transform, or

Hermit transform (HT)), thus making more difficult to elim-

inate or modify the watermark [5], [6], [7], [8], [9], [10],

[11], [12], [13], [14]. There are also some techniques that

take into account the features of the Human Vision System

model (HVS) to hide the watermark [15], [16], [17], [18], [19].

These techniques are on the increase because of the positive

results they produce in regards to intended and unintended

attacks. Four approaches stand out: [16], [17], [20], [21]. The

first one shows satisfactory results in JPEG compression and

cropping, while successfully disguising the watermark through

the DWT sub detail bands texture and luminance. [17] takes

[16] as a frame of reference, but uses the Contourlet transform.

Finally, in order to support more geometric attacks, algorithms

like [20], [21] have resorted to normalized method of the

marked image, preventing in this manner variations to affine

transformations. Also there are other algorithms that proposed

use Zernike moments or Scale-Invariant Feature Transform

(SIFT) [22], [23], [24] to improve the selection places to

insert the watermarking, ensuring robustness against attacks

and quality image. Zernike moments have ability to provide

faithful image representation and they are insensitivity to

noise, whereas SIFT can extract feature points robust against

various attacks, such as rotation, scaling, JPEG compression,

and also transformation.

In light of the previous results, in this paper we suggest the

evaluation of a watermark algorithm that uses a normalized

process, as well as a perceptive watermark, so to guarantee

robustness and prevent it to be perceptible. After dispersing

the mark in the DWT domain, the watermark must be inserted

in the spatial domain. The evaluation consists in establishing

which is the best coefficient to disperse the watermark while

obtaining the best results in relation to the robustness and

quality in the marked image. Two aspects have then to be

considered: on the one hand, even when the significant per-

ceptual coefficients of the high-frequency subbands preserve
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the invisibility of a watermark, these will remain vulnerable to

common processing attacks; on the other, the low-frequency

subbands coefficients cannot be modified, because such a

change would be perceptible. Therefore, we suggest dispersing

the watermark in the mid-frequency subbands coefficient (mid-

low, and mid-high). We proposed to extract the watermarking

not just its detection, because we use as watermarking legible

information. Some algorithms use logos or pseudo random se-

quences, so the information amount is great. In this particular

paper we use watermarks lengths between 60 and 104 bits. In

order to allow the reader to comprehend the process, this paper

presents the following structure: section two summarizes the

DWT theory, while the third explains the proposal regarding

the mark algorithm and watermark extraction; section four

holds the results of each coefficient tests-to that end, several

metrics were applied: Peak Signal-to-Noise Ratio (PSNR),

correlation coefficient, Multi-Scale Structural Similarity Index

(MSSIM) average, and Bit Error Rate (BER). The last section

encloses the conclusions.

A. Discrete Wavelet Transform (DWT)

The wavelet transform can be understood as the decompo-

sition of a group of basic functions, which can be obtained

through scales and samplings of a mother wavelet. The analy-

sis of this transform results in a group of wavelet coefficients

that shows how close to a particular base function the signal

actually is. Therefore, it is to be expected for any general

signal to be represented as a decomposition of wavelets. This

means that each original wave form can be synthesized through

the constant addition of essential blocks that have different

sizes and amplitude. Although there are many wavelet types,

the Discrete Wavelet Transform (DWT) is the most common

when processing images. The actual goal of the DWT is to

convert a continuous signal into a discrete one through a

sampling process. The latter is based on a multiresolution

analysis, i.e. a specific number of decomposition levels in

the wavelets domain. These are retrieved through a variety

of digital filters (low-pass and high-pass filters).

1) Two-Dimensional Wavelet Transform: Digital images are

two-dimensional digital signals, represented by a I matrix

of mxn dimensions. The two-dimensional discrete wavelet

transform requires [25]:

1) A scaling function ϕ(x, y)

2) Three two-dimensional wavelets ψH (x, y), ψV (x, y),

ψD (x, y)

Each one is the product of the ϕ one-dimensional scaling

function and the corresponding ψ wavelet, so that (Eq. 1) to

(Eq. 4):

ϕ(x, y) = ϕ(x)ϕ(y) (1)

Is a separable scaling function, and:

ψH (x, y) = ψ(x)ψ(y) (2)

ψV (x, y) = ψ(x)ψ(y) (3)

ψD (x, y) = ψ(x)ψ(y) (4)

are separable wavelets.

These wavelets measure the intensity variations or gray

levels. ψH measures the variations along the columns, that

is, where the horizontal image’s details are preserved, and

the mid-low frequencies (h coefficient) held. ψV measures the

variations along the rows, where the vertical details and mid-

high frequencies (v coefficient) are enclosed. ψD measures the

diagonal details as well as the high frequencies (d coefficient).

The a coefficient holds the low frequencies and contains a

compressed version of the original signal. The insertion of

a watermark must occur in areas in which human vision is

less sensible to changes, i.e. in the detail coefficients [26],

[27]. Figure 1 shows a scheme of the two-dimensional wavelet

decomposition, for a x[n,m] signal.

Fig. 1. Wavelet signal decomposition x[n,m]

II. WATERMARKING ALGORITHM

The purpose of this paper is to evaluate which of the

wavelet coefficients is more suitable to disperse the watermark,

by ensuring the marked image robustness and visual quality.

Some approaches [26], [27], [28] have been set out so to

establish which is the wavelet that guarantees better results

based on the aforementioned parameters. This particular work

focuses on to evaluate which wavelet coefficient produces the

best results by inserting a watermark. The suggested algorithm

uses a normalized method [20] to avoid alterations in the

marked image due to possible geometric transformations. It

also utilizes a perceptive mask that allows for the watermark

to remain hidden, in the chosen coefficient, to the human eye.

Each process is explained in the next sections.

A. Image normalization

The normalized process is based on the invariant moments

theory [29]. For a f(x,y) image with MxN dimensions, these

steps mus be followed.
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1) The f (x, y) image mus be translated into f1(x, y) =

f (xa, ya), with a center equivalent to the central mass

of f (x, y), and is given by (Eq. 5):

(

xa

ya

)

= A

(

x

y

)

− d (5)

where (Eq. 6) and (Eq. 7) are:

A =

(

1 0

0 1

)

(6)

d =

(

dx

dy

)

(7)

The values dx , dy are given by the geometric moments

(Eq. 8):

dx =
m10

m00

, dy =
m01

m00

(8)

where (Eq. 9):

mpq =



M−1
∑

x=0

N−1
∑

j=0

xp
y
q f (x, y)


(9)

2) Next, a shearing transform is applied in X direction to

the f1(x, y) image, to get f2(x, y) using (Eq. 10):

A =

(

1 β

0 1

)

(10)

where β is determined by (Eq. 11):

µ30 + 3β3µ12 + β
3µ30 (11)

and µpq are the image’s central moments.

3) A shearing transform is apply in Y direction to the

f2(x, y) function, to get f3(x, y) with the matrix

(Eq. 12):

A =

(

1 0

γ 1

)

(12)

where (Eq. 13):

γ =
µ11

µ20

(13)

where µpq are the central moments of image resulting

of step 2.

4) The f3(x, y) image is scale in both directions (x, y) to

get f4(x, y), with the matrix (Eq. 14):

A =

(

α 0

0 δ

)

(14)

where α and δ are determined by the sized for the image

obtained in the previous step.

The f4(x, y) image is the normalized image of the original

f (x, y) image, so that the watermark can be built as a func-

tion of the invariance, and becomes robust against different

manipulations.

B. Perceptive Mask

In order to achieve an imperceptible watermark in the image

to which it is inserted, it must be hidden through a mask. We

call masking to the phenomenon by which a signal’s visibility

diminishes in favor of another one that disguises the original

image. The design of the perceptive mask uses the human

visual system model (HVS). Some works [14], [16], [17] take

into consideration the texture and the luminance contents of

the image subbands. Here, however, the perceptive mask is

designed according to the Schouten brightness model [30]. It

establishes that the brightness representation is invariant to the

properties of a luminous source, as well as to the observation

conditions. Watson [31], on the contrary, suggested designing

the mask through a quantization matrix that depended on the

image, thus producing a minimal erroneous bits rate for a

given perception error, and vice versa. Originally, the Discrete

Cosine Transform (DCT) was used, but the algorithm here

described employs the HT. This adjustment was suggested

in [32]. The decision to work with the HT responds to it’s

properties, as well as to the existing similarities between the

functions of the synthesis filters, and those that model the

receptive fields of the HSV. In [32], the contrast is calculated

through the Hermite coefficients, and through the luminance

masking. Eq. 15, Eq. 16 and Eq. 17 demonstrate the

calculations pertaining to each one of the elements.

C =



m
∑

i=1

n−m
∑

j=1

C2
i, j



1
2

(15)

where Ci, j represents the Hermite Transform Cartesian Coef-

ficients.

Cthr = k0
*.
,
Cmin +

�����
Bα − Lα

min

Bα
+ Lα

min

�����

1
α +/
-

(16)

where:

k0, is a constant.

Cmin, is the minimal contrast present when a luminance level

exists.

Lmin , represents the maximum contrast sensitivity [32].

α, is a constant that includes values in the [0, 1] interval.

Cthr , is the contrast masking.

B, is the brightness map proposed by [30].

and

M = k1max
(

Cthr,C
βC

1−β

thr

)

(17)

where:

k1 is a constant.

M is the perceptive mask.

C. Watermark Insertion

The watermark insertion process is illustrated in figure 2,

and includes the following steps:

1) Calculate the normalization parameters of the original

image I(n×m), to obtained IN (n̂ × m̂).
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Fig. 2. Watermark insertion process based on the suggested x[n,m] algorithm

2) Create the binary watermark with a n{0, 1} length, start-

ing from a numeric or alphanumeric code.

3) Generate pi pseudo-random sequences, using a private

key k, where i = 1, ..., l and l represents the number of

message bits applied as the watermark. Each sequence

has {−1, 1} values and n̂ × m̂ dimensions.

4) Calculate the brightness map B of the original image

I(n×m) [30].

5) Calculate the perceptive mask M according to (Eq. 17)

6) To obtain MN , normalize the perceptive mask M using

the normalization parameters resulting after step 1.

7) Modulate the watermark with the pi sequences to obtain

Wa (Eq. 18)

Wα =

l
∑

i=1

(2mi − 1)pi (18)

where mi is the i-th bit of the watermark.

8) Generate the null wavelet coefficients and choose those

in which the watermark will be inserted.

9) Insert the watermark through (Eq. 19):

˜Ik,l (i, j) = αWa (19)

where:

α is a strength control parameter.

Wa is the modulated watermark.

Ik,l is the modified wavelet coefficient.

10) Calculate the inverse wavelet transform of the coeffi-

cients to get Î .

11) Multiply Î with the normalization mask MN and apply

the inverse normalization process to get ˆ̂I .

12) The final watermark W is inserted in the original image

in additive form through (Eq. 20):

Im = I + ˆ̂I (20)

D. Watermark Extraction

To extract the watermark a correlated detector is to be used

during the process, so that, when comparing the resulting

correlation value of the sample with the original, one must

consider if it is a bit 1 or a bit 0.

III. TEST RESULTS

We used 36 different images of dimensions 512×512 as well

as two watermarks with 64 bits and 104 bits in length, respec-

tively. The goal was to determine which wavelet coefficient, h

y v , was more suitable to insert the watermark. Likewise, the

strength control parameter α was modified (0.05 to 0.14 with

increases of 0.1) in order to establish the value that throws

the best results regarding the quality of the marked image,

and the mark extraction. Since one of the purposes was to

obtain a broad view, various types of metrics were used: Peak

to Signal-to-Noise Ratio (PSNR), that measures the statistical

variations present between the original and the watermarked

image, the Multi-Scale Structural Similarity Index (MSSIM)

average and the coefficient correlation. In addition, the Bit

Error Rate (BER)allowed the calculation of the modified bits

quantity existing in each inserted mark. The averages of every

metric helped us to compare the coefficients. Figures 3 to 7

show coefficient averages for both watermark lengths.

Fig. 3. PSNR average for each coefficient (h and v), after the insertion of
both watermarks.

Figures 6 and 7 illustrate the watermark extraction. To make

the insertion in the v coefficient entails more modified bits

during the extraction process, thus obtaining a bigger BER in

that specific coefficient. For the 64 bits length watermark, the

erroneous bits average maintains up to a 3 bits average during

the extraction, whereas the h coefficient has a 2 bit average.

Now, when dealing with 104 bits long watermark, we face

a similar situation: the best extraction results are related to

the coefficient h-the modified bits average is of 4 bits-, while

in the coefficient v are near to 6 bits. We concluded that to

achieve a lower error average during the extraction, coefficient

h is better to insert the watermark. Figures 8 and 9 show both

the original and the modified Lena image using the coefficient

h.
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Fig. 4. MSSIM for each coefficient (h and v), after the insertion of both
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Fig. 5. Correlation coefficient average (h and v), after the insertion of both
watermarks.

A. Evaluation of the Algorithm Attacks

In order to determine if a similar result was obtained

with attacks-after the watermark insertion in both h or v

coefficients- three different types were tested: Gaussian filter,

and Shearing in horizontal and vertical orientations. Concern-

ing the Gaussian filter, a size N ×N , linear filtering was used;

the filter average was 0 and the standard deviation was 0.5.

Both parameters remained constant in all the tests. The only

alteration was the N filter size-from 1 to 9, in 1 increments.

Now, in case of shearing, in both cases X , Y , deformation

was applied from 0 to 1 in 0.04 increments, which resulted in

26 distortions in each instance. These attacks were applied to

demonstrate the performance during common processing and

geometric attacks. Table I illustrates a representative sample

of the failed attacks on 7 different images (these are commonly
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Fig. 6. Each coefficient (h and v) average, after the insertion of both
watermarks.
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Fig. 7. BER average for each coefficient (h and v), after the insertion of both
watermarks .

utilized in this type of tests). Each column indicates the total

figure of failed attacks with an extraction of 2 modified bits

at least. Despite of it, is it possible to recognize watermark.

As shown in table I it appears to be meaningless which

coefficient is used to insert the watermark, since most attacks

are unsuccessful. However, it is important to stress that the

watermark extraction works better when the coefficient h is

used. Therefore, we concluded that the latter is the best option

when inserting a watermark, because it will accomplish both

robustness and quality in the marked image. Finally, it is a

fact that, for these sample images, we have a robust algorithm

against to common processing and geometric attacks.

Figures 10, 11 and 12 show Lena image after all of the

attacks that hold the highest parameters. Each one extracted

perfectly the inserted watermark in the coefficient h.
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Original Image

Fig. 8. Original image Lena

Watermark Image

Fig. 9. Watermarked image Lena

Fig. 10. Lena image after horizontal shearing

TABLE I
FAILED ATTACKS FOR EACH IMAGE TESTED.

Image Coeff. Watermark G. Filter Shearing X Shearing Y

Lena
h

1 9 22 8
2 9 26 14

v
1 5 24 23
2 8 24 21

Babbon
h

1 5 26 22
2 5 26 23

v
1 3 4 26
2 5 3 25

Barbara
h

1 5 26 23
2 5 26 23

v
1 5 24 21
2 5 22 26

Boat
h

1 9 25 21
2 9 26 22

v
1 9 22 8
2 9 24 8

Peppers
h

1 5 24 18
2 1 21 21

v
1 5 8 10
2 9 6 9

Pirate (actor)
h

1 9 3 20
2 9 0 18

v
1 5 26 17
2 5 26 21

Bridge
h

1 5 26 26
2 5 26 26

v
1 5 10 24
2 9 14 25

Fig. 11. Lena image after vertical shearing
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Watermark Image with Gaussian Filter

Fig. 12. Lena image after Gaussian filter

IV. CONCLUSION

This paper presents the evaluation of a robust watermarking

technique in order to determine the most suitable wavelet

coefficient (h o v) in which to insert a l length watermark.

According to the tests, we can firmly conclude that the

coefficient h shows the best performance in regards to the

insertion and extraction of the mark, as well in relation to

resisting attacks. The values of the PSNR averages are close

to 40dB even when the insertion force is altered. Such values

indicate that the human eye is incapable of registering any

difference in the marked image [30], [31]. Now, the remaining

metrics (MSSIM and correlation coefficient) show averages

closer to the unit, which means that, even when an image

suffers alterations, they will stay hidden when compared to

the original. The marked Lena image (Figure 9) shows that,

visually, there are no noticeable changes when compared to

the original image. As noted, one of the parameters that must

be taken into account in the algorithm design is the robustness,

because it is usually exposed to both unintended and intended

attacks [34], the latter have more relevance because they

specifically seek to affect the watermark. With this in mind,

the algorithm, through a representative sample, was evaluated

through a geometric attack that distorts the horizontal and

vertical planes, and a common processing attack applying

Gaussian filter, the results show that the coefficient h allows a

better extraction of the watermark. Table I helps us conclude

that, even when it is possible to make an extraction with both

coefficients, more extractions are likely to occur in the various

attacks when using the coefficient h. If we also add the metrics

employed to measure the quality of the marked image, the

values remain close to the ideal. Hence, the h coefficient is

where the watermark must be placed.
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Comparative Study of Computational Tools for
Hub Gene Selection from Genetic Network using

Microarray Data
Bijeta Mandal, Saswati Mahapatra, and Tripti Swarnkar

Abstract—Selection of genes associated to complex diseases
has been a challenging task in the field of bioinformatics.
Through various studies it has been concluded that selection
of highly connected intramodular hub genes in a co-expression
network analysis approach leads to more biologically relevant gene
lists. In this paper, we have assess the empirical performance
of three existing network reconstruction methods Weighted
Gene Correlation Network Analysis (WGCNA), Algorithm for
the Reconstruction of Accurate Cellular Networks (ARACNE),
Graphical Lasso (GLASSO). The study compares the extracted
hub genes from estimated networks on the prostate cancer dataset
based on two criteria: the first criterion evaluates the biological
enrichment and the second criterion evaluates the statistical
validation, prediction accuracy. The result suggests, though there is
considerable amount of heterogeneity, randomness and variability
in structures of networks estimated using different reconstruction
methods, our findings provides evidence for similarity in hub genes
selection. These findings after network analysis can provide an
intuitive insight into selection of network estimation methods for
specific range of gene expression in microarray datasets. Index
Terms—Gene Selection, Intramodular hub gene, Co-expression
network, Genetic Network, Network reconstruction, Network
analysis, Microarray

I. INTRODUCTION

Understanding the relationship among genes, is extremely
fundamental with a specific end goal to analyze genomic
data. Gene expression data can be productively dissected with
network methods characterizing clusters of interconnected
genes [1], with edges capturing interactions at different levels.
Genetic interactions hypothesizes activities of biological
pathway, cellular response [2], acknowledging elements of
genes from their reliance on different genes [3], distinguishing
novel biomarkers [4] and more precise classification methods
[5]. The degree of interactions in the clusters are significantly
higher than an irregular network exhibiting indistinguishable
degree distribution [6]. Diverse statistical and bioinformatics
techniques can be applied directly to microarray data to
estimate networks of genetic interactions in different cellular
states or disease stages with a common motive to glean an edge
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among a pair of genes by considering a cue of association,
which is pivotal in different network reconstruction method
[7]. Associations in network can be classified into two:
Marginal associations that ignores the nearness of other genes
while estimating an edge between genes and conditional
associations that considers impact of nearness of other
genes while concluding an edge between genes. Focusing
on intramodular hubs instead of whole network hubs for
co-expression network applications leads to better results
of clinical significance [8] a key factors in a network
architecture [9], and are often strongly enriched in specific
functional categories or cell markers [10]. Empirical evidence
shows gene selection based on intramodular connectivity
leads to biologically more informative gene lists focusing
on the relationship between modules and the sample trait
[1], [11], [12], that prompts gene connectivity can be used
for identifying hubs and differentially connected genes [11],
[13], [14] for finding biological information embedded in
microarray data [13], [14]. Our comparative study includes
a comparison of three computational methods with publicly
available software, Weighted Gene Correlation Network
Analysis (WGCNA) [15], Algorithm for the Reconstruction of
Accurate Cellular Networks (ARACNE) [16], Graphical Lasso
(GLASSO) [17] for reconstruction of genetic networks with
undirected edges as it is not possible to estimate directed edges
with observational data alone [18]. Different computational
tools are implemented to a benchmark dataset to analyze
similarities and differences in estimated networks and their
performances in terms of intramodular hub genes. Finally,
the presence of cancer related genes and their influence in
specific cancer type using NCBI database and DAVID [19] has
been studied. The result provides a insight into the presence
of cancer-related genes in the hub gene modules found in
known biological networks [20] and also helps in selection
of most efficient network estimation method. The rest of the
paper includes detail of methods for network reconstruction,
proposed model, results analysis and discussion of our findings
for reconstructed genetic networks, and future research scope.

II. METHODS AND MATERIALS
A. Methods

WGCNA [15] is a genetic network reconstruction tool
based on marginal measure of correlation patterns among
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genes that incorporates functions for finding modules of highly
correlated genes. In WGCNA, gene significance and module
eigengene or intramodular hub gene based connectivity among
genes facilitate gene screening methods to identify candidate
biomarkers, and can be used to generate testable hypotheses
for validation in independent datasets [21]. WGCNA is
implemented using R software. ARACNE [16] is based on
removal of non-linear similarities among expression levels
for a pair of genes. The algorithm computes pair wise
mutual information MIij for each pair of genes i and j,
and applies DPI (Data Processing Inequality) as a pruning
step for removal of the false positive edges corresponding to
indirect interactions in the network. ARACNE is classified
as a method based on a blend of marginal and conditional
associations and is implemented using package minet [22]
in the Bioconductor. Graphical lasso (GLASSO) [17] is a
network estimation tool based on sparsity inducing penalties
i.e. lasso penalty assuming multivariate normality for random
variables [7]. GLASSO estimates inverse covariance matrix
by maximizing the l1- penalized log likelihood function to
construct a sparse graphs of conditional independence relations
among the genes. The tuning parameter ρ is a positive number
controlling the degree of sparsity. It is implemented with
package glasso in R.

B. Datasets

The prostate cancer microarray dataset for homo sapiens
consisting 104 samples and 20000 genes with 6 variants in
samples [20], is utilized in our study to show the effectiveness
of our proposed model, obtained from NCBIs Gene Expression
Omnibus (GEO). For the purpose of statistical analysis the
samples are categorized into two, 70 diseased samples and
34 normal samples. Biological dataset adopted for validation
collected from the NCBI gene database includes 7238 cancer-
related genes and 2202 prostate cancer genes.

C. Proposed Model

Block diagram in Fig 1, represents the schematic work flow
of the proposed hub genes selection model.

1) Data Preprocessing.: The methods are being imple-
mented in R software using different R packages. The
preprocessing of data includes cleaning of data by removal
of genes with large number of missing values. Hierarchical
clustering is performed for finding sample outliers in the
samples. Missing values of a gene are replaced with the
mean value of observed data. The genes are filtered based on
their variances across diseased and normal samples producing
100 samples and 14689 probes. Due to technical limitations
regarding memory allocation during GLASSO implementation
(System specification:12 GB RAM) we had to confined
the number of probes not more than 10000 for different
computational tool implementation.

Computational Tools Implementation.:

a) WGCNA.: Pearson correlation Sij is calculated for
the gene expression profile and are then transformed into
adjacency matrix by applying a power adjacency function
|Sij |β, where the exponent β is the power estimate to
obtain a scale-free topology [23]. Further co-expression values
are converted to the topology overlap measure (TOM), that
facilitates the identification of gene modules. The output of the
implementation showed 19 modules. Based on high module
membership and intra modular connectivity hub gene modules
are selected.

b) ARACNE.: Mutual information (MI) is evaluated
between each pair of genes and is taken as input to the aracne()
function for network estimation. The number of the edges
are controlled by thresholding the value of MI for each pair
of genes in the network. The output of the implementation
showed 1 module. For analysis and comparison with network
estimation from other tools, connectivity of each node is
considered.

c) GLASSO.: Covariance matrix is calculated between
each pair of genes and taken as input to glasso()
function to calculate an inverse covariance matrix for
network estimation. In our implementation we have opted
for two variations of GLASSO i.e. defining diagonal of
inverse covariance to be penalized or not. The output of
the implementation showed 1 module each for both the
variations of GLASSO implementation considering the module
constraint of minimum 25 genes, taken as standard in
WGCNA.

2) Extraction of Hub Gene Modules.: A hub gene module
with high intramodular connectivity can be considered as
a gene module with strongly interacting genes. Study
shows genes with higher module membership show higher
intramodular connectivity and are more biologically significant
[15]. A set of twenty top ranked genes are extracted from
each module to create hub gene modules for further analysis.
Integrated modules shows improved classification performance
in gene selection [20], so we have selected five top ranked
genes from individual hub gene module to construct a
integrated hub module.

3) Performance evaluation of selected hub genes.:
a) Statistical Analysis.: Predictive accuracy of the

hub genes are measured in terms of Matthews coefficient
correlation (MCC), as it is a measure of quality of binary
classification. [24], [25]. MCC, overall accuracy, sensitivity,
specificity, precision and f-measure are adopted for statistical
analysis in comparison to the known true classes [25].

MCC =
TP × TN − FP × FN√

(TP + FP )× (TP + FN)× (TN + FP )× (TN + FN)
(1)

Accuracy =
TP + TN

TP + TN + FP + FN
(2)

Sensitivity =
TP

TP + FN
(3)

Specificity =
TN

TN + FP
(4)
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Fig. 1. Steps for gene selection in proposed model

Precision =
TP

TP + FP
(5)

F −measure = 2× TP
2× TP + FP + FN

(6)

where TP is number of true-positive samples, TN is count for
true-negative samples, FP is number of false-positive samples
and FN is number of false-negative samples.

b) Enrichment Analysis.: The biological significance of
the selected hub genes are firstly validated with the percentage
of disease-related genes in them and secondly the results are
validated by summarizing the genes belonging to an enriched
functional category measured in terms of p-value [26] and fold
enrichment, of enriched attributes (EA) using DAVID [19].

III. RESULT AND DISCUSSION

In the paper we have performed three step evaluation of the
selected modules for the hub genes selection.
(i) Comparison of modules based on the graph density of hub
gene modules.
(ii) Effectiveness of selected hub gene modules are analyzed
in terms of prediction accuracy.
(iii) Biological significance is analyzed involving presence of
disease related genes and enriched attributes.
After applying the progression (ii) of our proposed model
for GCN construction utilizing distinctive computational
strategies, brought about 19 modules in WGCNA ,their genes
are ranked predicated on their intra modular connectivity.
An arrangement of twenty top positioned genes are extracted
from every module to extracted 19 hub gene modules for
further analysis, that tallies to cull of 439 genes. Assuming
integrated modules shows amended relegation performance in
gene glean [20], We have sorted out five top ranked genes
from individual hub gene module to contrive a integrated
hub module Hub5 with 125 genes. Hub genes and subset
of hub gene modules are constructed from the modules
estimated using ARACNE(A1-603 genes, A2-179 genes) and

GLASSO(for penalized diagonal false: F1-497 genes, F2-134
genes, for penalized diagonal true: T1-497 genes, T2-140
genes implementation, by considering the heterogeneity in
degree distribution for network estimates utilizing distinctive
computational tools and number of genes selected as hub
genes in WGCNA for individual and integrated modules
as standard. The distinct co-expressed gene modules and
integrated modules constructed using distinctive computational
strategies of our approach are designated as following: Bl
Black, B Blue, Br Brown, C Cyan, G Green, GY Green
Yellow, G60 Grey 60, LC Light Cyan, LG Light Green, LY
Light Yellow, M Magenta, MB Midnight Blue, P Pink, Pu
Purple, R Red, S Salmon, Tn Tan, T Turquoise, Y Yellow,
Hub5 are the co-expressed hub gene modules obtained using
WGCNA based network construction approach. A1, A2 are
the co-expressed hub gene modules obtained using ARACNE
based network construction approach and F1, F2, T1, T2 are
the co-expressed hub gene modules obtained using GLASSO
based network construction approach.

A. Graph Density Analysis
We surmise that the more precise and dense the gene

module, the higher the quality measure [20]. In Fig. 2 and
Fig. 3, we have summarized the results for all hub gene
modules from different computational tools in terms of graph
density (the ratio between number of edges and number of
nodes/genes) for prostate cancer dataset. After obtaining graph
density measure for different co-expressed hub gene module
from different computational tools, we filtered 6 different hub
gene modules in WGCNA (five individual modules and one
integrated hub gene module) for prostate dataset. As number
of modules in ARACNE and GLASSO implementation is very
less so all the hub gene modules are considered for the study.
The selected hub gene modules show comparatively high
graph density with respect to the intramodular connectivity.
Thus, these selected hub gene modules, are further considered
for statistical and biological analysis.
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Fig. 2. Graph density of Hub gene module for WGCNA

Fig. 3. Graph density of Hub gene module for ARACNE and GLASSO

B. Classification performance

Hub genes are high degree nodes that incline to play
a consequential role in the functional modules [27]. The
performance of the hub gene modules is evaluated in terms
of predictive accuracy as listed in Table 1 for prostate cancer
dataset . The kNN (k=3), Random Forest and SVM with
tenfold cross validation are applied as classifiers [20]. From
Table 1, we observed few hub gene modules in WGCNA
(Blue,Hub5) shows better results than of the individual hub
gene modules, for ARACNE (A1,A2) and for GLASSO (F1,
F2, T1, F1) the results are good.

C. Biological Significance analysis

The biological analysis of co-expressed hub gene modules
are based on the fol-lowing criteria:

1) Disease-related genes analysis.: Fig 4, illustrates the
efficacy of hub gene selection in terms of identifying
disease-related genes represented as the percentage of studied
cancer (prostate) related genes in each significant hub gene

module. It is been observed that the hub gene modules
with enhanced prediction accuracy have high fraction of
co-expressed cancer-related genes. They are being considered
as significant for further study for genes mostly related with
disease.

2) Analysis of enriched attributes associated with prostate
cancer hub gene module.: The biological significance is
evaluated in terms of percentage of genes related with specific
relevant biological process in each hub gene module and are
shown in Table 2 for prostate cancer data. The biological
significance of the genes belonging to an enriched functional
category can be measured in terms of p-value [26]. The results
are validated using p-value value cut-off of 5× 102 and fold
enrichment (FE) 1.5 [6], of enriched attributes/functions (EA)
in our study. Since DAVID gene ID is unique per gene, it is
more accurate to use DAVID ID to present the gene-annotation
association by removing any redundancy in user gene list.
Interestingly, Hub5, A1, F1, F2, T1, T2 shows relatively
large number of EAs satisfying the p-value and FE cut-off.
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TABLE I
BIOLOGICAL FUNCTIONAL ANALYSIS OF GENES IN HUB GENE MODULES IN TERMS OF ENRICHED ATTRIBUTE COUNT

M NG CL 3NN RF SVM

Sen Spec Prec Fm Mcc Acc Sen Spec Prec Fm Mcc Acc Sen Spec Prec Fm Mcc Acc

B 20 N 0.62 0.86 0.07 0.66 S0.50 0.78 0.56 0.97 0.91 0.69 0.62 0.83 0.35 1.00 1.00 0.52 0.51 0.78
P 0.86 0.62 0.81 0.84 0.50 0.97 0.56 0.81 0.88 0.62 1.00 0.35 0.75 0.86 0.51

Br 21 N 0.77 0.77 0.63 0.69 0.52 0.77 0.65 0.85 0.69 0.67 0.50 0.78 0.12 0.88 0.33 0.17 -0.01 0.62
P 0.77 0.77 0.86 0.82 0.52 0.85 0.65 0.82 0.84 0.50 0.88 0.12 0.66 0.75 -0.01

G 24 N 0.65 0.79 0.61 0.63 0.43 0.74 0.41 0.88 0.64 0.50 0.33 0.72 0.38 0.94 0.77 0.51 0.41 0.75
P 0.79 0.65 0.81 0.80 0.43 0.88 0.41 0.74 0.81 0.33 0.94 0.38 0.75 0.51 0.41

T 21 N 0.53 0.74 0.51 0.52 0.27 0.67 0.47 0.86 0.64 0.54 0.37 0.73 0.00 1.00 0.00 0.00 0.00 0.66
P 0.74 0.53 0.75 0.75 0.27 0.86 0.47 0.76 0.81 0.37 1.00 0.00 0.66 0.80 0.00

Y 22 N 0.47 0.79 0.53 0.50 0.27 0.68 0.35 0.94 0.75 0.48 0.38 0.74 0.03 0.99 0.50 0.06 0.05 0.66
P 0.79 0.47 0.74 0.77 0.27 0.94 0.35 0.74 0.83 0.38 0.99 0.03 0.66 0.79 0.05

Hub5 125 N 0.79 0.96 0.90 0.84 0.77 0.90 0.68 0.96 0.89 0.77 0.68 0.86 0.71 0.94 0.86 0.77 0.68 0.86
P 0.96 0.79 0.90 0.93 0.77 0.96 0.68 0.85 0.90 0.68 0.94 0.71 0.86 0.90 0.68

A1 603 N 0.91 0.86 0.78 0.84 0.75 0.88 0.68 0.99 0.96 0.79 0.73 0.88 0.59 0.97 0.91 0.71 0.64 0.84
P 0.86 0.91 0.95 0.91 0.75 0.99 0.68 0.86 0.92 0.73 0.97 0.59 0.82 0.89 0.64

A2 179 N 0.85 0.85 0.74 0.80 0.68 0.85 0.62 0.94 0.84 0.71 0.61 0.83 0.53 0.97 0.90 0.67 0.59 0.82
P 0.85 0.85 0.92 0.88 0.68 0.94 0.62 0.83 0.88 0.61 0.97 0.53 0.80 0.88 0.59

F1 497 N 0.91 0.92 0.86 0.89 0.83 0.92 0.74 0.97 0.93 0.82 0.75 0.89 0.71 0.97 0.92 0.80 0.73 0.88
P 0.92 0.91 0.95 0.94 0.83 0.97 0.74 0.88 0.92 0.75 0.71 0.71 0.87 0.91 0.73

F2 134 N 0.91 0.91 0.84 0.87 0.81 0.91 0.79 0.97 0.93 0.86 0.80 0.91 0.82 0.96 0.90 0.86 0.80 0.91
P 0.91 0.91 0.95 0.93 0.81 0.97 0.79 0.90 0.93 0.80 0.96 0.82 0.91 0.93 0.80

T1 497 N 0.91 0.92 0.86 0.89 0.83 0.92 0.74 0.97 0.93 0.82 0.75 0.89 0.71 0.97 0.92 0.80 0.73 0.88
P 0.92 0.91 0.95 0.94 0.83 0.97 0.74 0.88 0.92 0.75 0.97 0.71 0.87 0.91 0.73

T2 140 N 0.91 0.91 0.84 0.87 0.81 0.91 0.82 0.97 0.93 0.88 0.82 0.92 0.79 0.97 0.93 0.86 0.80 0.91
P 0.91 0.91 0.95 0.93 0.81 0.97 0.82 0.91 0.94 0.82 0.97 0.79 0.90 0.93 0.80

Bold hub gene module specifies the hub gene modules showing comparable good predictive accuracy
measures. NG number of genes, Cl Class label, 3NN 3 nearest neighbors, RF random forest, SVM
support vector machine, Sen sensitivity, Spec specificity, Prec precision, Fm F-measure, Mcc Matthews
correlation coefficient; Acc prediction accuracy, N negative (normal) sample, P positive (prostate cancer)
sample

Fig. 4. Biological significance study of the hub gene modules in terms of the presence of disease-related genes for prostate cancer dataset in WGCNA,
ARACNE and GLASSO. NG number of genes in hub gene module, NCG number of Cancer genes in hub gene module, NPG number of Prostate Cancer
genes in hub gene module
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Few of the biological functions more related to the disease
are also found enriched in the modules. These processes
mainly include transcription, translation and RNA binding that
plays an important role in protein regulation. Acetylation and
phosphoproteins are known to play a vital role in genetics
modification that occurs in cancer.The dysregulation of cell
cycle, spliceosome and focal adhesion plays pivotal role in
cancer metastasis. Regulation of apoptosis, UBL conjugation
are important parts of programmed cell death and have
significant change in cancer progression [20].

IV. CONCLUSION

The advantage of focusing on intramodular hub genes
instead of whole network of co-expressed genes leads to better
selection of biologically enriched and statically significant
biomarkers. The study shows the comparison of gene selection
using three widely used standard computational tools. We
have evaluated the selected hub gene modules for three
different benchmark methods based on their graph density,
predic-tion accuracy and presence of enriched attributes.
Considering graph density as meas-ure, modules formed in
WGCNA are more dense than modules estimated from other
tools. The statistical analysis of selected modules based on
graph density shows, modules in ARACNE, GLASSO and
integrated module in WGCNA have compara-tively similar
class performance and outperforming the individual modules
in WGCNA showing moderate accuracy. The modules in
GLASSO are biologically more significant with respect to
presence of enriched attributes than the modules in ARACNE
and WGCNA. All the standard computational methods used in
the study are showing similar performance, at the same time
GLASSO and ARACNE are show-ing more computational
complexity based on size of the modules created. The hub
gene selected using different computational tools may further
be provided to different known networks which may provide
greater insights into the fundamental biology and pathogenesis
of the disease.
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TABLE II
BIOLOGICAL FUNCTIONAL ANALYSIS OF GENES IN HUB GENE MODULES IN TERMS OF ENRICHED ATTRIBUTE COUNT

CM Modules NG DC No of EA

WGCNA B 20 15 14
Br 21 18 1
G 24 19 10
T 21 13 1
Y 22 9 1
Hub5 125 88 120

ARACNE A1 603 421 219
ARACNE A2 179 126 53
GLASSO F1 497 367 580
GLASSO F2 134 103 369
GLASSO T1 497 367 580
GLASSO T2 140 108 340

Computational method, NG number of genes, DC DAVID ID count EA enriched attribute
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